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Figure 1. Simultaneous Audio-Visual Grounding. We introduce a model for simultaneous grounding of mixed audio types — including
overlapping spoken language and non-speech sounds — within a visual scene. Our framework takes audio-visual grounding to the next
level, overcoming the limitations of existing methods that handle audio types independently or sequentially without overlapping.

Abstract

We present a unified model capable of simultaneously
grounding both spoken language and non-speech sounds
within a visual scene, addressing key limitations in cur-
rent audio-visual grounding models. Existing approaches
are typically limited to handling either speech or non-
speech sounds independently, or at best, together but se-
quentially without mixing. This limitation prevents them
from capturing the complexity of real-world audio sources
that are often mixed. QOur approach introduces a “mix-
and-separate” framework with audio-visual alignment ob-
jectives that jointly learn correspondence and disentangle-
ment using mixed audio. Through these objectives, our
model learns to produce distinct embeddings for each au-
dio type, enabling effective disentanglement and ground-
ing across mixed audio sources. Additionally, we created
a new dataset to evaluate simultaneous grounding of mixed
audio sources, demonstrating that our model outperforms
prior methods. Our approach also achieves comparable
or better performance in standard segmentation and cross-
modal retrieval tasks, highlighting the benefits of our mix-
and-separate approach.

*These authors contributed equally to this work.

1. Introduction

We live in a world rich with multi-sensory signals. Our in-
teractions with it rely on our natural multimodal perception,
drawing on auditory and visual cues as well as spoken lan-
guage to gain a complete understanding of our surround-
ings. While we can actively limit or focus our field of view
in visual scenes, auditory signals are a mixture of different
types of sounds, such as speech, music, and a variety of
environmental or object sounds, all entering our ears as a
combined mix without any filtering. Despite this complex-
ity, humans can still discern specific types of sounds and
associate them with their visual counterparts — for exam-
ple, the sound of a “lion roaring”, someone saying the word
“lion”, or the song “Nants’ Ingonyama”' linked with the vi-
sual of a lion. Remarkably, we do this without any direct
supervision.

This natural audio-visual association enables us to locate
which object a spoken word refers to or identify which ob-
ject is producing a sound within a visual scene. Inspired by
the human ability to learn these localization skills from nat-
ural audio-visual correspondences without explicit super-
vision, extensive studies [11, 20, 21, 28, 29, 32-36] have

'Nants’ Ingonyama is the iconic opening song from The Lion King
https://www.youtube.com/watch?v=CF-clK3WWg4
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aimed to replicate this understanding in machine percep-
tion. However, most existing methods focus on understand-
ing relationships between images and either spoken utter-
ances or generic sounds, where each approach handles only
one type of audio at a time but not both together.

Recently, Hamilton et al. [9] proposed a model that visu-
ally grounds both spoken language and non-speech sounds
within an image scene. This model is trained to disentan-
gle different types of audio, such as environmental sounds
or spoken words, and to locate their sources within a vi-
sual context, all without supervision. While pioneering, this
work has several limitations. First, the model handles either
speech or non-speech audio individually, rather than mixed
audio sources, limiting its ability to process real-world au-
dio, which often contains overlapping sounds. Second, the
model does not achieve effective disentanglement in distin-
guishing between different types of auditory signals (e.g.,
speech and generic sounds). Although each of the heads
in the audio encoder primarily activates for a specific audio
type, these activations function as a mere selection mecha-
nism for each type, rather than effectively controlling the
flow of information between types — resulting in infor-
mation leakage. Consequently, the multi-heads learn fea-
tures of the opposite audio type, which impairs disentan-
glement and makes the model vulnerable when confronted
with mixed audio inputs.

To address these limitations, we propose a unified
method that simultaneously grounds both spoken language
and non-speech sounds within a visual scene ( Figure 1).
Our model tackles both challenges using a “mix-and-
separate” approach. We introduce a novel mixed audio-
visual alignment objective that jointly learns correspon-
dence and disentanglement, aligning representations of
multiple audio types with corresponding visuals in images.
Our framework includes shared audio and visual encoders
within each modality, facilitating the transfer of audio-
visual interactions across learning objectives. Unlike tra-
ditional mix-and-separate approaches, we do not generate
separated audio; instead, we obtain embeddings from each
specialized head of the audio encoder that represent the dis-
entangled sound sources of different types using contrastive
learning. These learning objectives enable our framework
to process audio mixtures, eliminating the need for multi-
ple audio types to appear sequentially or individually dur-
ing training and inference. Additionally, this approach im-
proves disentanglement within the multi-head structure.

The primary motivation of this paper is to achieve si-
multaneous grounding of multiple audio types; accordingly,
we aim to evaluate our model’s ability to perform this task.
However, no existing dataset is suitable for this purpose.
To address this, we created a new dataset by extending the
IS3 dataset [36] — which provides segmentation masks for
multiple sound-producing objects with corresponding au-

dio — by adding spoken utterances to each sample. Eval-

uation on this dataset demonstrates that our model outper-

forms existing methods in simultaneous sound and speech
grounding, a task that requires handling mixed audio inputs.

Additionally, by achieving superior performance on stan-

dard segmentation and cross-modal retrieval experiments

on the datasets from [9], we show the benefits of our self-
supervised mix-and-separate approach.
Our main contributions are as follows:

* We propose a method for simultaneously grounding both
speech and non-speech audios within a visual scene.

* We introduce a novel audio-visual alignment objective
that uses audio mixtures and jointly learns correspon-
dence and disentanglement using contrastive learning.

* We provide a new dataset, Extended-1S3, for simultane-
ous sound and speech grounding and demonstrate that our
model outperforms existing methods.

2. Related Works

Sound source localization. Audio-visual sound source lo-
calization is the task of identifying objects, events, or areas
within a visual scene based on corresponding audio cues.
In the deep learning era, Senocak et al. [32, 33] pioneered
this field by introducing a cross-modal attention mecha-
nism with contrastive learning to align audio and visual in-
formation. As this research field advanced, diverse tech-
niques have emerged, including hard sample mining [3],
multiple-instance contrastive learning [21], negative-free
strategies [38], momentum encoders [20], intra-modality
similarity learning [39], and the use of multiple positives
in contrastive learning [35]. Recently, CLIP has also been
incorporated into sound source localization without using
text [27]. Most prior methods focus on single-source lo-
calization, while another line of research addresses multi-
ple sound source localization with generic sounds [15, 17—
19, 23, 30]. In contrast to these models, which primarily lo-
calize generic sounds, our work targets both generic sounds
and spoken utterances, either simultaneously or individu-
ally, with a single model. Our approach addresses the added
complexity of mixed generic sounds and spoken language,
requiring a deeper understanding of language and its inte-
gration with visual scenes.

Visually grounded speech. Visually grounded speech
(VGS) aims to associate images with corresponding spo-
ken utterances. Various tasks have been explored in this
domain, including cross-modal retrieval [28, 43], multilin-
gual associations across languages using images as an inter-
lingua [11, 24, 25, 31], speech unit or word discovery and
keyword spotting [13, 29, 37], and visual grounding [12].
Our approach aligns with the visual grounding work of [12];
however, it differentiates itself from previous work by en-
abling the grounding of both spoken utterances and generic
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Figure 2. The pipeline of our framework. Visual and audio encoders extract features from clean audios, their paired images, and mixed
audio inputs. These features are used to compute audio-visual similarities, which are then used in our correspondence and disentanglement
losses. The correspondence objective ensures audio-visual matching, while the disentanglement objective enables feature-level separation

of mixed audio sources.

sounds within a single model. This broader capability al-
lows our model to handle diverse audio inputs, advancing
VGS beyond isolated spoken language associations.

Audio-visual sound source separation. Audio-only sound
source separation has a long history, and with the advances
in deep learning, audio-visual sound source separation has
become an established field. Audio-visual separation meth-
ods leverage visual cues to isolate individual sound sources,
often employing a mix-and-separate approach. As a pio-
neering work, Zhao et al. [44] introduced a method that
uses pixel-level correspondence between visual informa-
tion and audio to separate sound sources in images. Sub-
sequent approaches have incorporated additional cues, such
as scene graphs [2], motion [45], gestures and keypoints [4],
to enhance separation performance. The majority of these
works focus on general sounds, such as objects or musi-
cal instruments, while other lines of research address multi-
speaker speech separation [5, 26] and distinguishing on-
screen sounds from off-screen sounds [26, 42]. While most
prior work focuses exclusively on audio separation, [22, 41]
propose models that jointly optimize separation and local-
ization within a unified architecture for generic sounds only.
Like previous approaches, our method employs a mix-and-
separate strategy; however, rather than generating separated
audio, we perform separation at the feature level, yielding
features that represent distinct sound sources. Addition-
ally, whereas existing models typically specialize in either
speech or specific type of general sounds, our approach in-
troduces a unified model capable of separating and localiz-
ing both generic sounds and spoken language, either simul-
taneously or individually, within a single framework.

3. Methodology

Our goal is to perform simultaneous grounding of both
speech and non-speech audio within a visual scene using

a single model. To this end, we propose a self-supervised
“mix-and-separate” strategy. Given an audio mixture and
its corresponding image, the model parses the audio into
speech and sound sources, and then localizes them within
the image. We frame this task as a representation learn-
ing problem, using two contrastive losses—correspondence
and disentanglement—which are jointly optimized to trans-
fer complementary information across objectives. Our pro-
posed pipeline is shown in Figure 2.

3.1. Preliminaries

Contrastive learning aims to learn representations by dis-
tinguishing between positive and negative pairs. In audio-
visual learning, for an encoded audio sample a; = f,(a;)
and its corresponding positive image feature pair v, =
fu(v;), with negative pairs v; for ¢ # j, from a dataset
D = {(v;,a;) : i = 1,..., N}, where v; and a; are image
and audio sample, f, and f, are image and audio encoder
respectively, the loss can be formulated as:

exp(s(a;, v4)/7)
Zj eXp(S(ai,vj)/T)’ (1)

where s refers to the cross modal similarity function and
T is a trainable temperature parameter. The contrastive
loss Eq. (1) is applied symmetrically by following previous
works [9, 21, 40].

L; = —log

Audio and visual encoders with aligner. Given an im-
age v; with its corresponding audio a;, our backbone net-
works extract features for each modality. The vision back-
bone f, processes an image frame to extract a spatial fea-
ture map, vqg € REP*XHXW while the audio backbone
fa processes the raw waveform to extract an audio fea-
ture, a, € REE*FXT Each modality encoder has its own
aligner network attached at the end of the backbones. These
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aligners consist of a Channel-wise LayerNorm block and
convolution layers, which reshapes the image spatial fea-
ture map to v € REXEXHXW and the audio feature to
a € ROXEXEXT  Here K denotes the number of audio
types (set to 2), meaning there is a specific head for each
audio type, while F', T', H and W represent the frequency,
temporal, and spatial axes, respectively. Cp, Cy and C
refers to channel dimension of vision encoder, audio en-
coder and shared feature space respectively.

Similarity function. To obtain distinct features represent-
ing each audio sub-modality, it is essential to use a function
that computes the similarity between audio and image with
consideration of the audio type — the two embedding spaces
for speech and sound. We then build a similarity volume
S(a,v) € REXFXTXHXW from the image spatial feature
map and the audio feature'

Zac k, f,t]
c=1

where alc, k, f,t] refers to the value of a at location
[c, k, f,t] and - denotes scalar multiplication. Thus, each
audio type has its own similarity volume with the corre-
sponding image. Aggregation across the head axis can be
done in two different ways, either through max pooling or
head selection:

V[C,k‘, haw]a (2)

Sy(a,v) = max (S(a,v)), 3)

SN(aav) = S(a,v)[N], “4)

where [N] follows PyTorch slicing to select activations for
the N-th audio type head. After aggregation along the head
axis, spatial max pooling is applied, followed by average
pooling across the frequency and temporal axes to define the
similarity score sps(a, v) or sy (a, v) (shown in Figure 2):

MH

1 F
=77 2

sy(a,v) T ax (Sy(a, v)[f,t, h,w]), (5)
f=1t=1 how
| BT
sy(a,v) = T ZZ%?UX(SN(a’V)[f’t’h’ w]), (6)

<
Il
-
-
Il

1

where we use either N or N’ for sy(a,v), denoting the
index of the head specialized in sound and speech respec-
tively.

3.2. Mix-and-Separate

Our method employs a “mix-and-separate” approach with a
novel mixed audio-visual alignment objectives that jointly
learn both correspondence and disentanglement, aligning
representations of multiple audio types with their corre-
sponding visuals in images.

Correspondence loss is designed to establish shared audio-
visual feature spaces. By using clean sound or speech sam-
ples as input audio, the correspondence loss encourages the
model to build associations between each audio sample and
its corresponding image pair. Given the clean audio feature
of sound and speech, and the paired image feature map of
each audio type, denoted as a®, a¥, v*, and v¥, respectively,
the correspondence loss is formulated as follows:

- - exp(sm(aj,vy)/T)
LCOT—Z log z exp(SM( 5/ (7)
exp SM( )/T)

+Z —log

We visualize the features in Figure 2 for better under-
standing:

5, explsw (@l vi) /)

a?ound - aA[N]v aipeech - aA[N/]v (8)
a; a’[N],aZ a”[N'].

Disentanglement loss in our model is designed to ensure

the disentanglement of audio type heads. To achieve this,
we adopt a mix-and-separate strategy that uses audio mix-
tures containing both audio types. The audio encoder gen-
erates distinct features for each sub-modality, represented
by two separate audio heads that align with features derived
from paired image samples for both speech and sound. In
this audio-visual feature space, each image feature is al-
ready close to its corresponding clean audio feature. The
model learns disentanglement by aligning the features from
the mixed audio with the corresponding image features and,
inherently, with the features from the clean audios as shown
in Figure 2. Given the feature of mixed audio that is a com-
bination of sound and speech, a,,, and the paired image fea-
ture map from each of sound and speech, v, and vp, the
disentanglement loss is formulated as follows:

Ldig = Z 710
o (sn (a2, vE)/7)
D OB (s (8 VD))

The features are visualized in Figure 2 for better under-
standing:

eXP(SN( 5 vi)/T)
5%, exp(sw(af, vi)/7)

€))

m sl m
asound =a [N]’ aspeech

= a"[N']. (10)

Total loss is formulated as a mixed audio-visual alignment
objective to jointly achieve both correspondence and disen-
tanglement, as follows:

ﬁtota,l = Ecm’ + Edis~ (1 1)

Our proposed model is trained end-to-end together with
this training objective.
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3.3. Implementation and Training Details

3.3.1. Architecture Details

Image encoder f,(-). We use DINO [1], pre-trained on
ImageNet in a self-supervised manner. An aligner module,
consisting of a Channel-wise LayerNorm block and con-
volutional layers, is added to the end of DINO. We apply
LoRA [16] to fine-tune only the attention blocks of DINO
in our audio-visual end-to-end training objective.

Audio encoder f,(-). We use HuBERT Large [14], pre-
trained on Libri-Light in a self-supervised manner. Hu-
BERT is one of the de facto models in speech process-
ing, specifically designed and pre-trained for speech. An
aligner module, consisting of a Channel-wise LayerNorm
block and convolutional layers, is added to the end of Hu-
BERT. The audio encoder is fully fine-tuned within our
audio-visual end-to-end training objective.

3.3.2. Implementation Details

Inputs to our model consist of a single 224 x 224 image and
a 10-second audio waveform sampled at 16 kHz. We pre-
process images and audio following prior work [9], apply-
ing standard image augmentations and trimming or padding
audio to 10 seconds. The model is trained for 800K steps
on 8§ A6000 GPUs with an effective batch size of 64, using
a LoRA rank of 8 for image encoder. Additional details are
provided in the supplementary material.

Other details. To ensure stable model convergence, we in-
corporate two additional techniques, following [9]. First, a
warm-up stage for the aligners — attached to each modal-
ity encoder — is applied, during which the image and au-
dio backbone networks remain frozen, and only the aligners
are trained for 3K steps using our correspondence loss ob-
jective. Once the warm-up stage ends, the entire model is
trained end-to-end as described before. Second, additional
regularizer losses are applied to enhance training stability.
Please refer to the supp. material and [9] for further details.
We emphasize that while these techniques do not signifi-
cantly impact the model’s performance, they contribute to
more stable training.

4. Experiments

4.1. Datasets

Training datasets. Our model is trained using the Au-
dioSet [6] and PlacesAudio [10] datasets. AudioSet is a
large-scale audio-visual dataset containing ~2M samples of
general sounds, while PlacesAudio includes ~400K sam-
ples of spoken utterances paired with images. Since our
method processes mixture of audios, we combine each
PlacesAudio sample with a randomly selected AudioSet

sample, using their respective images as part of the train-
ing process (see Figure 2).

Testing datasets. After training, we test the grounding and

retrieval performances with the datasets below.

¢ Test sets from DenseAV [9]. For standard audio-visual
grounding, we use the ADE20K Speech and Sound
dataset from [9], which includes 3,030 image-audio pairs
for speech and 106 for sound. For retrieval tasks, we use
the PlacesAudio test set and a 1,000-sample subset of the
AudioSet validation set, selected randomly following [9].

* Extended IS3 [36]. The IS3 Dataset is a test set con-
sisting of 3,420 images for evaluating interactive sound
source localization, where two objects are present in the
visual scene. Each image is paired with two audio sam-
ples that represent each visible object. We extend this
dataset by generating two individual speech audio sam-
ples for each image, each reading the class category of
the sounding objects in the scene. This extension pro-
vides every image with both the generic sounds of visible
objects and their spoken labels. The speech samples are
generated using the Google gTTS API. This new dataset
enables us to assess whether models can simultaneously
ground both audio types within a mixture.

4.2. Baselines

We compare our method against the following baselines.
ImageBind [7] is a multimodal foundation model trained
on large-scale datasets across several modalities, including
text. CAV-MAE [8] is a state-of-the-art model designed
for audio-visual learning, achieving strong performance on
tasks like audio-visual retrieval. DenseAV [9] is the most
recent and closely related work, as discussed earlier. We
report results using the released checkpoints of this model
from its official page.

4.3. Main Results

In this section, we present results comparing our proposed
method with prior and closely related works on simul-
taneous audio-visual grounding, speech or generic sound
prompted visual grounding, and cross-modal retrieval tasks.

4.3.1. Simultaneous Audio-Visual Grounding

The main goal of this paper is simultaneously grounding
both speech and non-speech audios within a visual scene;
therefore, in this section, we aim to evaluate our model’s
ability to perform this task.

Implementation. In this experiment, we use our Extended
1S3 dataset. Audio input is a mixed audio that is the sum-
mation of speech and sound. The evaluation metrics are
mean average precision (mAP) and intersection over union
(mloU). Simultaneous semantic segmentation results for
each audio type are obtained using the corresponding head.
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Figure 3. Qualitative results for simultaneous audio-visual grounding on Extended IS3 dataset. Our model accurately localizes both
overlapping audio types simultaneously within the mixed audio, whereas competing method [9] cannot.

Method Sim-Speech Seg.

mloU

Sim-Sound Seg.
mAP mloU mAP

7

Method Clean SemSeg
Sound SemSeg

Total Sound Total Speech
mAP mloU mAP mloU mAP mloU mAP mloU

Speech SemSeg

7

CAVMAE [8]icrr23 31.0 27.9 15.6 19.0
DenseAV [9]CVPR24 30.7 27.0 534 44.0
Ours 43.4 34.6 58.6 47.0

Table 1. Simultaneous Audio-Visual segmentation results.

Quantitative results. We present our results in Ta-
ble 1, demonstrating that our model outperforms the re-
cent work [9], DenseAV, by +12.7 mAP and +5.2 mAP for
Sound and Speech segmentation, respectively, in the simul-
taneous grounding scenario. These results indicate that our
proposed model successfully learns to localize distinct au-
dio types simultaneously through our mix-and-separate ap-
proach and specific learning objectives.

Qualitative results. To further evaluate our method, we
visualize and compare our simultaneous audio-visual seg-
mentation results with recent prior work. The visual sam-
ples in Figure 3 again demonstrate that our model accurately
grounds both spoken words and sound-producing objects,
even when speech and generic sounds overlap.

4.3.2. Individual Audio-Visual Grounding

Here, we validate the effectiveness of our proposed method
in the standard semantic segmentation task as in [9], using
two types of audio individually: speech and generic sound.
The task here is that, for a given audio input, the model gen-
erates attention maps for the meaning of the spoken word or
the object that produces the sound.

Implementation. We follow the evaluation protocol in
DenseAV [9], using the same test sets as in [9] ( Section 4.1)
and employing mAP and mloU as evaluation metrics. Our

CAVMAE [8liciras 216 207 N/A N/A 176 194 NA NA
DenseAV [Olcvpros 303 230 309 233 430 328 477 362
Ours 367 270 328 243 421 328 467 354

Table 2. Audio-Visual semantic segmentation with individual
audios.

model is evaluated with two aggregation approaches across
the heads: fotal and specialized head. The total approach
uses element-wise max pooling across all heads, while the
specialized head approach selects the head specialized for
the target audio type. For speech grounding, we average ac-
tivations over the duration of the “[object]” in the prompt
“A picture of a(n) [object]”, using word timing information
from the speech.

Results on sound prompted visual grounding. In this ex-
periment, we conduct a comparative analysis of our pro-
posed method using only generic sound. We present our
results in Table 2. Our method achieves improvements of
+6.4 mAP and +1.9 mAP in the Total and Sound Head
evaluations, respectively, compared to previous work [9].
This is particularly important given that the audio back-
bone network is HuBERT [14], one of the de facto models
in speech processing, specifically designed and pre-trained
for speech. Adapting HuBERT to better understand generic
sounds demonstrates the effectiveness of our approach.

Results on speech prompted visual grounding. Similar to
the previous experiment, we evaluate our model using indi-
vidual speech only, with results shown in Table 2. These re-
sults indicate that our method performs approximately sim-
ilar to Hamilton et al. [9], though slightly lower, on the
speech-prompted segmentation task. This outcome aligns
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Method Clean Retrieval R@10
AudioSet Places

Total Sound Total Speech
I-A A—=I I-A A=l I-A A-I 1A Al

7

CAVMAE [8]icLr23 431 314 N/A NA 1.0 1.0 N/A  N/A
DenseAV [9]cvpros 418 436 467 465 927 924 938 939
Ours 455 466 512 500 920 931 940 940

Table 3. Cross-modal retrieval task on Places and AudioSet.

with our expectations because our approach enhances the
model’s understanding of non-speech sounds, allowing the
sound head to specialize more effectively in non-speech au-
dio without compromising the speech head’s ability to ac-
curately interpret spoken language.

4.3.3. Cross-Modal Retrieval

After demonstrating our method’s capabilities in both si-
multaneous and standard audio-visual grounding tasks, we
also evaluate its performance on cross-modal retrieval.

Implementation. This experiment follows the same evalu-
ation protocol of [9]. We assess cross-modal retrieval using
the PlacesAudio and AudioSet test sets as described in Sec-
tion 4.1, using cross-modal retrieval accuracy@10 as the
evaluation metric. For this experiment, the total aggregation
approach involves summing across the heads, as in [9], dif-
ferent than individual audio-visual grounding experiments.

Results. Learning audio-visual associations is crucial for
sound source localization. Therefore, models that perform
well in sound source localization are also expected to do
well in cross-modal retrieval [36], as they learn how ob-
jects look and sound, or how objects appear when refer-
enced by spoken words. Table 3 shows the results for cross-
modal retrieval tasks. As expected, our method signifi-
cantly outperforms DenseAV in cross-modal retrieval on
the AudioSet for both Audio—Image and Image— Audio
tasks, achieving substantial improvements in both 7oral and
Sound Head evaluations. On the Places dataset, our method
performs almost identically to DenseAV across all exper-
iments and head evaluations, following the same trend ob-
served in the standard audio-visual segmentation task ( Sec-
tion 4.3.2). We note that our model is outperformed by
ImageBind [7] in cross-modal retrieval on AudioSet. This
result is expected, given that ImageBind is a foundational
model trained on large-scale datasets spanning multiple
modalities, including text. However, ImageBind performs
poorly on the Places dataset, whereas our method shows
strong performance, underscoring its ability to effectively
handle both types of audio.

4.3.4. Standard Experiments with Mixed Audio

Inspired by Mo et al. [20], we added sound or spoken ut-
terances from non-visible (i.e., off-screen) objects to the
DenseAV datasets used in our experiments in Section 4.3.2

Method Mixed SemSeg
Sound SemSeg

Total Sound Total Speech
mAP mloU mAP mloU mAP mloU mAP mloU

Speech SemSeg

7

CAVMAE [Slicires 196 189 N/A  N/A 186 199 N/A NA
DenseAV [9]cypraa 196 190 187 186 305 242 330 256
Ours 223 202 284 229 393 295 416 312

Table 4. Standard Audio-Visual semantic segmentation with
mixture of audios.

Method Mixed Retrieval R@10
AudioSet Places

Total Sound Total Speech
I-A A=l I-A A= 1A AT 1A A

7

CAVMAE [8]icLr23 19.1 8.9 N/A  NA 08 1.3 N/A  N/A
DenseAV [9]cvpraa 123 104 144 134 496 542 506 587
Ours 17.8 203 443 426 790 828 873 86.2

Table 5. Cross-modal retrieval task on Places and AudioSet
with mixture of audios.

and Section 4.3.3. This addition creates a noisy dataset with
mixed audio types. In this scenario, we can observe the
robustness of the models to different audio types, as well
as the degree of disentanglement—that is, how effectively
each head is specialized only for its corresponding type of
audio-visual association. Note that this setup differs from
simultaneous localization experiments in two ways: (1) In
the simultaneous setup, both audio types in the mixture have
visual counterparts in the image, whereas here, the added
audio of the opposite type is off-screen. (2) In simultane-
ous audio-visual segmentation, the model attempts to lo-
calize both audio types at once. In this setup, however, the
model is tasked with localizing or retrieving information us-
ing only the target audio type, while ignoring any off-screen
audio that lacks a visual counterpart.

Implementation. We repeat the experiments from Sec-
tion 4.3.2 and Section 4.3.3 — audio-visual segmentation
and cross-modal retrieval - using identical implementation
details, except that we employ a mixture of audio types as
described above.

Results. Experimental results are presented in Table 4
and Table 5. As shown, our method significantly out-
performs DenseAV across both tasks and evaluation ap-
proaches within each task. While the performance of both
models declines with mixed audio inputs, the drop in per-
formance is much smaller for our method (compare Table 2
vs. Table 4 and Table 3 vs. Table 5). We hypothesize that
this performance gap and the smaller drop ratios with our
method, compared to clean audio inputs, are due to two
key factors: (1) Our model is more robust when processing
mixed audio inputs due to the mix-and-separate approach
and our joint learning objectives. (2) DenseAV’s special-
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Retrieval R@10
Clean Mixed

Places AudioSet Places

AudioSet

Sound Speech Sound Speech
Method I—-A A—I 1A AL 1A AT IA A

DenseAV 135 316 34 6.9 4.4 12.6 1.8 1.5
Ours 2.3 10.5 37 8.0 14 14 1.6 1.3

Table 6. Measuring disentanglement. Each head is tasked with
retrieval by using the opposite audio type to reveal retained infor-
mation within each head. A lower number is better performance.

ized heads may retain some information from the opposite
audio type, which causes disturbances in mixed audio sce-
narios, while our heads are more effectively disentangled
and specialized for their intended audio type. Also, CAV-
MAE performs better in the Total Head evaluation for [+ A
in AudioSet, but our specialized Sound Head outperforms
it significantly (44.3 vs. 19.1) and should be considered the
target for this task, as Total Head is an alternative evaluation
approach.

4.3.5. Disentanglement Assessment

The success of the model using different heads for the target
task is highly dependent on how well each head is special-
ized for its respective type, in other words, the level of dis-
entanglement. Hamilton et al. [9] evaluate disentanglement
in two ways. First, they measure whether a head’s average
activation strength can reliably indicate if a given sample
predominantly contains “language” or “sound” - Pred.Dis.
Second, they assess the frequency with which the “sound”
head incorrectly activates when only the “language” head
should be active, and vice versa - Act.Dis. We followed
the evaluation protocols from [9] exactly. The results for
Pred.Dis. are 99.92% for ours vs 99.91% for DenseAV,
and for Act.Dis., 86.90% for ours vs. 84.48% for DenseAV.
As seen, the performances are almost identical, as this ap-
proach merely acts as a selection mechanism for each type.
However, depending on the level of disentanglement, each
head may still retain some information from the opposite
type of audio (i.e., information leakage), which could hin-
der the model’s performance. To assess how much informa-
tion each head still retains, and indirectly evaluate the dis-
entanglement ability, we perform retrieval tasks using the
opposite audio-type heads.

Results. As shown in Table 6, our method generally yields
lower performance compared to DenseAV, which suggests
that the heads produced by our method contain less infor-
mation about the opposite type of audio. Additionally, we
observe that our proposed approach has improved the spe-
cialization of the sound head more than the speech head,
likely because the audio backbone network is already opti-
mized for speech. Overall, these results demonstrate the ef-
fectiveness of our approach for improving disentanglement.

AudioSet Places
Method I—-A A—I1 Method I—A A—Il
Lgis 30.9 32.0 Leor 23.7 42.1
Ours 51.2 50.0 Ours 23 10.5

(a) (b)

Table 7. Ablation results for training losses.

4.4. Ablation Results

We conduct experiments to verify that each of our audio-
visual alignment objectives — correspondence and disen-
tanglement — functions as intended. Using the “Sound
Head” of our model for retrieval tasks throughout this ab-
lation study, we first assess the effect of omitting the cor-
respondence loss by measuring retrieval performance on
AudioSet, which targets the same audio type. As shown
in Table 7(a), omitting the correspondence loss leads to a
~20% drop in performance, confirming that this loss effec-
tively enables audio-visual matching necessary for cross-
modal retrieval. In the second experiment, we examine the
impact of omitting the disentanglement loss by evaluating
“Sound Head” performance on the Places dataset, which
targets the opposite audio type. Here, we expect poor disen-
tanglement to cause the Sound Head to resemble the Speech
Head, yielding high retrieval performance for speech. Re-
sults in Table 7(b) show a ~22% performance increase for
the “Sound Head”, indicating it retains speech information
due to inadequate disentanglement. In summary, these ab-
lation studies confirm that our learning objectives perform
as designed.

5. Conclusion

In this work, we introduce the first unified model for si-
multaneous grounding of mixed audio types — including
spoken language and non-speech sounds — within a vi-
sual scene. Using a novel “mix-and-separate” framework
with joint correspondence and disentanglement objectives,
our approach learns distinct representations for each audio
type, addressing key limitations of prior models limited to
handling single or sequential audio sources. This frame-
work enables our model to produce accurate, distinct em-
beddings for each audio type, achieving robust disentan-
glement and grounding even with overlapping mixed audio.
We also present a new dataset for evaluating simultaneous
audio-visual grounding with mixed audio inputs, where our
model outperforms previous methods across this and other
segmentation and retrieval tasks. In summary, our contribu-
tions establish a new paradigm for audio-visual grounding
in multi-source environments, advancing machine percep-
tion capabilities for real-world auditory-visual interactions.
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