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Figure 1. Automated video dubbing. (a) Unlike text-to-speech, which generates diverse speech based on target text, automated video
dubbing requires synthesized speech to be temporally and expressively aligned with the video while maintaining naturalness and intelligibility.
(b) Examples of synthesized speech from VoiceCraft-Dub show that each speech is aligned with the lip movements of the input video.
We strongly encourage listening to each of the synthesized samples in https://voicecraft-dub.github.io/.

Abstract

We present VoiceCraft-Dub, a novel approach for automated
video dubbing that synthesizes high-quality speech from text
and facial cues. This task has broad applications in film-
making, multimedia creation, and assisting voice-impaired
individuals. Building on the success of Neural Codec Lan-
guage Models (NCLMs) for speech synthesis, our method
extends their capabilities by incorporating video features,
ensuring that synthesized speech is time-synchronized and
expressively aligned with facial movements while preserving
natural prosody. To inject visual cues, we design adapters to
align facial features with the NCLM token space and intro-
duce audio-visual fusion layers to merge audio-visual infor-
mation within the NCLM framework. Additionally, we curate
CelebV-Dub, a new dataset of expressive, real-world videos
specifically designed for automated video dubbing. Exten-
sive experiments show that our model achieves high-quality,
intelligible, and natural speech synthesis with accurate lip
synchronization, outperforming existing methods in human
perception and performing favorably in objective evalua-
tions. We also adapt VoiceCraft-Dub for the video-to-speech
task, demonstrating its versatility for various applications.

1. Introduction

Recent advancements in Text-to-Speech (TTS) have signifi-
cantly improved the ability to synthesize human-like speech
with remarkable naturalness, content accuracy, and voice
similarity. Specifically, Neural Codec Language Models
(NCLMs) represent a new model for speech generation that
leverages language modeling with discrete codes derived
from neural speech codecs [16, 52]. This approach has
demonstrated superior performance across diverse speech
generation tasks, such as TTS [8, 24, 46], speech editing [36],
and voice conversion [3], due to the strong in-context learn-
ing ability of language models. Here, context refers to the
speaker characteristics in the reference speech, enabling the
generated speech to exhibit higher speaker similarity and
naturalness compared to conventional models.

While TTS traditionally synthesizes speech from input
text, combining text with video input gives rise to a different
application: automated video dubbing [22]. Automated
video dubbing involves generating target speech given the
source speech, target text, and target video, as shown in Fig. 1
(a). The source speech provides reference voice character-
istics, while the target text and video determine the content
to be synthesized, its temporal alignment to the speaker’s
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facial and lip movements, and even provide prosodic and
emotional cues for how the speech should be delivered. This
task has applications in filmmaking, multimedia content cre-
ation, dubbing translations of films into different languages,
redubbing silent movies, and voice generation for voice-
impaired individuals [23, 35]. Automated video dubbing is
challenging as it must meet criteria inherited from TTS: (1)
Intelligibility: the speech should convey accurate content,
(2) Naturalness: the speech should exhibit natural prosody
and intonation, and (3) Speaker similarity: the voice should
match the source speaker. Additionally, video-specific cri-
teria must also be considered: (4) Lip synchronization: the
synthesized speech should be precisely time-aligned with
lip movements, and (5) Expressiveness: the speech should
reflect natural expressions corresponding to facial cues.

In this work, we introduce VoiceCraft-Dub, a novel ap-
proach for automated video dubbing using NCLMs. Build-
ing on the strengths of NCLMs in TTS, we extend their capa-
bilities to incorporate video features, enabling the synthesis
of natural and expressive speech that is time-synchronized
with the target video. Specifically, we frame the task as
an autoregressive speech token prediction problem, condi-
tioned on the source speech, target text, and target video.
Since NCLMs typically only take as input text and speech
codec tokens, we introduce an audio-visual fusion approach
to inform the model of the desired alignment between the
output speech and facial features—such as lip movements
and facial expressions—by merging the speech and visual
tokens at each timestep. These merged audio-visual tokens
are autoregressively fed into a Transformer decoder to gener-
ate the next speech token, enabling the model to synthesize
time-aligned and expressive speech by referencing the target
video, as shown in Fig. 1 (b).

We evaluate our proposed method using the existing
audio-visual dataset LRS3 [1], which is effective for as-
sessing model performance in real-world scenarios. To fur-
ther test our model’s ability to generate expressive speech
in diverse, in-the-wild settings, we curate a video dataset,
CelebV-Dub, built upon existing video sources [51, 54] that
include emotionally rich scenarios from vlogs, dramas, and
movies. To ensure dataset quality, we design a curation
pipeline that filters content suitable for automated video dub-
bing. Compared to LRS3, CelebV-Dub includes a broader
range of in-the-wild videos with expressive speech.

Given the generative nature of this task, subjective eval-
uation is essential for assessing the quality of synthesized
speech in terms of naturalness and lip synchronization. We
conduct extensive human evaluations where participants as-
sess synthesized outputs from different approaches across
various aspects, including naturalness, intelligibility, lip-sync
accuracy, speaker similarity, and expressiveness. Addition-
ally, we use several objective metrics for quantitative evalu-
ation. Experimental results show that our method achieves

highly accurate lip synchronization while significantly out-
performing state-of-the-art approaches [12, 13] in natural-
ness and content accuracy across all metrics. Furthermore,
we demonstrate the versatility of our approach by adapting it
for the video-to-speech generation task using an off-the-shelf
visual speech recognition model [30]. Although this is not
our primary focus, our model performs favorably, emphasiz-
ing its potential for a wide range of applications. Our main
contributions are summarized as follows:

• We introduce VoiceCraft-Dub, the first work to extend
Neural Codec Language Models (NCLMs) for automated
video dubbing by integrating visual facial cues.

• We propose a novel audio-visual fusion approach in
NCLMs to achieve precise lip synchronization while pre-
serving speech quality and intelligibility.

• We curate CelebV-Dub, a dataset containing expressive
real-world videos designed for automated video dubbing.

• We demonstrate superior performance in synthesizing
human-like speech with high content accuracy, natural-
ness, and precise synchronization with video.

2. Related work
Neural codec language models (NCLMs). NCLMs are
inspired by advancements in both neural audio codecs and
language modeling techniques. Neural audio codecs [16, 52]
have enabled high-fidelity audio compression by efficiently
encoding raw waveforms into discrete tokens while pre-
serving quality using residual vector quantization (RVQ)
method. By applying language modeling techniques to these
discrete audio tokens, NCLMs have been shown to generate
high-quality speech. NCLMs have also demonstrated the
ability to perform in-context learning by copying the vocal
characteristics, emotion, and prosody of a prompt utterance,
resulting in highly natural and expressive speech. In this
regard, NCLMs significantly outperform conventional TTS
methods. NCLMs have demonstrated strong performance
in diverse applications, such as speech continuation [6],
zero-shot TTS [8, 24, 46], speech editing [36], and voice
conversion [3]. Several methods have also explored style-
controlled synthesis [26, 50]. Furthermore, NCLMs have
been successfully applied to other audio domains, such as
music [2, 15, 17] and sound effects [25]. We further extend
the capabilities of NCLMs by integrating them with visual
information, specifically targeting the automated video dub-
bing task. By bridging the audio-visual domain, we signifi-
cantly expand the potential and versatility of NCLMs.
Automated video dubbing. Automated video dubbing is
a task that synthesizes speech from both text and video in-
puts, with promising applications in multimedia creation.
Since this task extends text-to-speech (TTS) by incorporat-
ing video, research in this field has largely evolved from
advancements in TTS. Early work [22, 27] primarily focuses
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Figure 2. Our proposed approach. (a) The Transformer decoder autoregressively generates audio tokens from phonemized text tokens,
source speech tokens (extracted via the Encodec encoder), and audio-visual fused tokens, which combine the target speech token with lip
and facial tokens from the target video. The numbers in each token denote the timestep. (b) An audio-visual fusion layer aligns the generated
target speech tokens with the preceding lip and face tokens, effectively merging their information for better synchronization. (c) Finally, the
generated target speech tokens are decoded by Encodec to synthesize high-quality speech that is temporally aligned with the video.

on modifying TTS models to generate lip-synced speech
using lip-cropped videos. Subsequent work [18] proposes
reflecting both text and the speaker’s emotional state by an-
alyzing facial expressions for speech synthesis. Building
on these foundations, HPMDubbing [12] introduces a multi-
level approach that aligns visual cues with speech prosody
across lip movements, facial expressions, and scene con-
text, modifying FastSpeech [39] to incorporate visual cues.
StyleDubber [13] implements a multi-scale style learning
framework to improve pronunciation accuracy while main-
taining consistent speech style. Zhang et al. [53] propose a
two-stage method: first, learning pronunciation from a large-
scale text-to-speech corpus, then synchronizing prosody with
speech and visual emotions, while ensuring duration consis-
tency between speech timing and lip movements.

Despite these efforts, existing methods still struggle to
synthesize natural and expressive human-like speech. To
overcome these limitations, we bring NCLMs to bear for
automated video dubbing, leveraging the strong in-context
learning ability of these models for natural and high-fidelity
speech synthesis. However, directly applying NCLMs off-
the-shelf to this task is not possible, as existing NCLMs do
not take video inputs as features, nor do they have mech-
anisms that can be used to precisely align the generated
speech waveform with a target video of a talker’s face. To
address this, we propose a novel method for effectively in-
jecting video features into NCLMs, enabling the synthesis of
high-fidelity speech that aligns accurately with the video’s
timing and expressions.

3. Modeling approach
3.1. Overview
Our primary goal is to generate high-quality, human-like
speech while ensuring precise temporal alignment with the
target video. Given the source speech Ysrc, text input Z, and

target video V, we design a model that synthesizes the target
speech Ytgt. To achieve this, we formulate the task as a next-
token prediction problem using a Neural Codec Language
Model (NCLM), which has been shown to produce natural
and expressive speech [3, 6, 8, 24, 36, 46].

In conventional NCLM-based speech synthesis, the Trans-
former decoder processes either text alone or a combination
of text and speech tokens to autoregressively generate speech.
A straightforward extension for video dubbing is to prepend
video tokens alongside text and speech tokens in the Trans-
former decoder. However, we empirically found that this
increases the sequence length to the point that it becomes
difficult for the model to effectively attend to each modality.
This leads to performance degradation in content accuracy,
intelligibility, and lip synchronization (refer to Sec. 4.4).

To address this issue, we propose VoiceCraft-Dub, a novel
approach that extends the NCLM framework to incorporate
visual cues for automated video dubbing. As shown in Fig. 2
(a), VoiceCraft-Dub takes text and discrete source speech
tokens as inputs and autoregressively generates target speech
tokens, with each token merged with visual features through
audio-visual (AV) fusion layers. Specifically, as described
in Fig. 2 (b), visual features, including lip movements and
facial expressions, are mapped into the NCLM token space
using separate adapters. These mapped tokens are fused with
target speech tokens via AV fusion layers. Unlike simply
prepending video tokens, this fusion mechanism directly
aligns visual features with speech generation, enabling the
Transformer decoder to produce speech that is temporally
aligned with the video while maintaining intelligibility. Fi-
nally, the generated target speech tokens are fed into the
neural codec decoder to synthesize high-quality speech, as
in Fig. 2 (c). In the following subsections, we detail the
input features, architecture, and techniques used to achieve
high-quality automated video dubbing.
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3.2. Input feature extraction
We describe the input representations for each modality that
are provided to the Transformer decoder as inputs.
Speech input. The source speech Ysrc provides the
speaker’s voice and prosodic characteristics. We use dis-
crete neural speech tokens extracted from the pre-trained
Encodec [16] as the speech input for the Transformer de-
coder. Encodec is a high-fidelity neural audio codec designed
for efficient speech and audio compression. It encodes raw
waveforms into a compact discrete representation using a
residual vector quantization (RVQ) mechanism while pre-
serving audio quality. The model consists of an encoder
that transforms audio into quantized tokens, a decoder that
reconstructs the waveform from these tokens, and codebooks
that store learned representations for efficient compression.

Given the source speech Ysrc, we apply the Encodec en-
coder E to extract a sequence of discrete speech tokens:
h̃src = E(Ysrc), where h̃src ∈ RTsrc×D×K , Tsrc is the num-
ber of timesteps, D is the dimension of each token, and K is
the number of RVQ codebooks. The Encodec model we use
operates at a codec framerate of 50Hz on 16kHz recordings.
Text input. The text input Z specifies the content to be
synthesized. To process text effectively, we convert it into
phonemes based on the International Phonetic Alphabet
(IPA) using the Phonemizer toolkit [5]. Each phoneme is
mapped to a learnable vector representation, htext ∈ RTtext×D,
where Ttext is the length of the phoneme sequence and D
matches the dimension of the discrete speech tokens. These
learnable representations are updated during model training.
Video input. The target video V provides the necessary
facial cues for speech synthesis. Specifically, the video input
serves two primary roles: the full-face video (V) captures
facial expression context to enhance expressiveness, while
the lip video (Vlip), cropped from V, indicates when to
speak or pause, ensuring temporal synchronization.

We leverage off-the-shelf models to extract facial features:
AV-HuBERT [41], a powerful audio-visual representation
model, serves as a lip encoder to extract lip features from
Vlip, and EmoFAN [44], a facial expression analysis model,
serves as a face encoder to extract overall facial features
from V. Since these extracted features exist in different
representational spaces compared to speech inputs, we intro-
duce adapters composed of MLP layers to align them with
NCLM’s token space, as shown in Fig. 2 (b):

h′
lip = Adapterlip(AV-HuBERT(Vlip)) (1)

h′
face = Adapterface(EmoFAN(V)) (2)

where h′
lip,h′

face ∈ RM×D, M is the number of video frames
and D matches the token dimension. We further duplicate
the video features to match the temporal resolution of speech
tokens: hlip,hface ∈ RT×D where T = 2M , since video
frames are at 25fps while speech tokens are at 50Hz.

3.3. Audio-visual (AV) fusion layers
Since extending NCLMs to maintain temporal synchroniza-
tion between synthesized speech and video is non-trivial, our
AV fusion layers play a crucial role by effectively integrat-
ing visual and speech information, enabling accurate speech
generation synchronized with video. As shown in Fig. 2 (a),
the AV fusion layers take speech, lip, and facial tokens at
each timestep and merge them into AV-fused tokens, which
are then provided to the Transformer decoder. We design
two AV fusion layers, each combining speech tokens with
lip and facial tokens, as described in Fig. 2 (b). Specifically,
given the currently generated target speech token ht

tgt, we
fuse it with the lip and facial tokens as follows:

rttgt, lip = AVFuselip([h
t
tgt;h

t+1
lip ]) (3)

rttgt, face = AVFuseface([h
t
tgt;h

t+1
face ]), (4)

where ht
tgt, r

t
tgt, lip, r

t
tgt, face ∈ RD, AVFuselip/face are the AV

fusion layers, t is the current timestep, and [; ] denotes
channel-wise concatenation. Importantly, we fuse the cur-
rently generated speech token ht

tgt with the preceding lip
and facial tokens at timestep t + 1. This allows the model
to preview the upcoming visual changes to help the model
synthesize temporally and semantically aligned next speech
token with next frame video. Finally, rttgt, lip and rttgt, face act
as residual values, which are added to the current target to-
ken as ht

fuse = ht
tgt + rttgt, lip + rttgt, face and then fed into the

Transformer decoder for autoregressive speech generation.

3.4. Transformer decoder
The Transformer decoder follows a GPT-style architecture,
with the goal of generating target speech tokens h̃tgt up
to T , aligned with the fixed-length video. Specifically,
the decoder synthesizes the current target speech token as
ht

tgt = G([htext;hsrc;h
<t
fuse]), where G is the Transformer

decoder. As mentioned in Sec. 3.2, the source speech to-
kens h̃src ∈ RTsrc×D×K consist of K residual codebooks.
These tokens are summed along the codebook dimension,
resulting in hsrc ∈ RTsrc×D to serve as inputs for the de-
coder. The generated target speech token ht

tgt is passed
through K MLP heads to predict logits for each residual
codebook, yielding h̃t

tgt ∈ RD×K . This is summed along
the codebook dimension before being passed into the audio-
visual fusion layer in the next timestep. The text and source
speech tokens are combined with their corresponding sinu-
soidal positional encoding [45] before being fed into the
Transformer decoder, while the AV-fused tokens share the
positional encoding of the source speech. Following existing
approaches [14, 36], we adopt a delayed prediction strategy,
effective for autoregressive generation over stacked RVQ
tokens. At each timestep t, each residual level is delayed, so
the prediction of codebook k− 1 at timestep t is conditioned
by the prediction of codebook k at the same timestep.
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Once the generation is complete, the discrete speech to-
kens are passed to the Encodec decoder D: Ytgt = D(h̃tgt)
to reconstruct the waveform, as shown in Fig. 2 (c).
Learning objective. The model is trained to minimize the
negative log-likelihood of predicting the correct speech to-
kens, given the text, source speech, and fused audio-visual to-
kens. Specifically, following the insights in [36] that weight-
ing the first residual codebook more for updates is effective,
we assign higher weights to the first residual codebook com-
pared to the later ones, resulting in the final loss:

L(θ) = −
K∑

k=1

αk logPθ(h̃tgt,k|hsrc,htext,hfuse), (5)

where αk denotes the weighting hyperparameters. The train-
able parameters include the adapters, audio-visual fusion
layers, and the Transformer decoder, while AV-HuBERT,
EmoFAN, and Encodec remain frozen.

3.5. Implementation details
The Transformer decoder is initialized with pretrained
weights from VoiceCraft [36] and fine-tuned, while the audio-
visual fusion layers and adapters are trained from scratch.
Encodec has K = 4 RVQ codebooks, each with a vocabu-
lary size of D = 2048. The Transformer decoder consists
of 16 layers, with hidden and FFN dimensions of 2048 and
8192, and 12 attention heads. The weight hyperparameters
for updating the codebook are set to α = [3, 1, 1, 1]. The
audio-visual fusion layers each contain a linear layer, and the
adapters are designed as two-layer MLPs with GELU activa-
tion [19]. For training, we use the AdamW optimizer with a
base learning rate of 1e-5 for the Transformer decoder and
1e-2 for the other modules. We train using four RTX 8000
GPUs, with a total batch size of 80K frames, and conduct
training for 100K steps with early stopping.

4. Experiments
We validate the effectiveness of our proposed model through
a series of subjective and objective assessments. We further
provide ablations of our design choices and demonstrate
the extended application of our approach in video-to-speech
generation.

4.1. Experimental setup
Dataset. We train and test our model on the LRS3
dataset [1] and our curated CelebV-Dub dataset. LRS3 is
an in-the-wild video dataset in English, sourced from TED
and TEDx talks. It comprises approximately 439 hours of
video with unconstrained, long utterances from thousands
of speakers. The pretrain split is utilized for training, while
1,174 utterances from the test split are reserved for testing.

Since LRS3 videos predominantly feature neutral ex-
pressions, we introduce CelebV-Dub to enhance our eval-
uation. This dataset is built upon CelebV-HQ [54] and

CelebV-Text [51], collected from diverse in-the-wild sources
such as vlogs, dramas, and movies. CelebV-Dub serves as
a challenging benchmark by featuring unconstrained real-
world settings and expressive variations. Since CelebV-HQ
and CelebV-Text contain considerable noise, we develop a
dataset curation algorithm to extract expressive in-the-wild
videos featuring active speakers, segmented into utterances
with minimal background noise, and labeled with pseudo-
transcriptions. More details about the dataset construction
are provided in the Sec. B of the supplementary material.
Subjective metrics. Given the generative nature of the
task, subjective evaluation is essential to assess the quality
of synthesized speech. We conduct two types of evaluations:
Mean Opinion Score (MOS) and A/B testing. In the MOS
evaluation, participants assess each synthesized speech for
naturalness, lip-sync accuracy, intelligibility, expressiveness,
and speaker similarity. Each sample is presented alongside
the target video, and participants rate it on a 5-point Likert
scale, where 1 indicates poor quality and 5 indicates excel-
lent quality. In the A/B testing, we compare the output of
VoiceCraft-Dub with existing methods, asking participants
to choose which utterance sounds preferable in terms of nat-
uralness, expressiveness, and lip-sync. These evaluations are
conducted on 150 utterance samples (100 from LRS3 and
50 from CelebV-Dub) using Amazon Mechanical Turk.
Objective metrics. We employ several metrics to evalu-
ate various aspects of synthesized speech. Following prior
work [36, 46], Word Error Rate (WER) assesses content ac-
curacy, while speaker similarity (spkSIM) measures voice
consistency, computed using the Whisper [37] medium.en
model and WavLM-TDNN [7], respectively. Lip-sync accu-
racy (LSE-D and LSE-C) is evaluated using SyncNet [10],
which takes both speech and video as inputs. Emotion simi-
larity (emoSIM) is assessed by measuring cosine similarity
between synthesized and ground truth speech embeddings
using Emotion2Vec [31]. We utilize automatic Mean Opin-
ion Scores (MOS), DNSMOS [38] and UTMOS [40], to
evaluate overall speech quality. Low-level metrics, including
Mel-Cepstral Distortion (MCD), fundamental frequency dis-
tance (F0), and energy distance (Energy), are also employed.
Competing methods. We compare our method with two
open-source approaches: HPMDubbing [12] and StyleDub-
ber [13], which are non-NCLM-based models. Both mod-
els use a FastSpeech-like decoder [39] that relies on mel-
spectrogram representations for speech synthesis and re-
quires explicit speech-text alignment through a forced aligner
during training. To ensure a fair comparison with our model
and improve their generalization, we train HPMDubbing and
StyleDubber using both LRS3 and our proposed CelebV-
Dub, as the original models were trained on relatively small
datasets. Both models are trained with a batch size of 16
for over 500k steps until convergence, with the rest of the
settings following the original configurations [12, 13].
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Model
Naturalness Intelligibility Lip synchronization Expressiveness Speaker similarity

LRS3 CelebV-Dub LRS3 CelebV-Dub LRS3 CelebV-Dub LRS3 CelebV-Dub LRS3 CelebV-Dub

Ground-Truth 4.42±0.07 4.42±0.11 4.65±0.05 4.58±0.08 4.45±0.06 4.50±0.11 4.38±0.07 4.52±0.09 3.56±0.06 3.58±0.09

Ours 4.30±0.07 4.18±0.11 4.52±0.06 4.42±0.10 4.37±0.06 4.42±0.11 4.33±0.07 4.41±0.09 3.36±0.07 3.44±0.09

HPMDubbing [12] 3.12±0.11 1.65±0.09 3.33±0.09 1.74±0.10 3.96±0.07 3.34±0.15 2.93±0.10 2.34±0.14 1.66±0.09 0.72±0.10

StyleDubber [13] 2.85±0.11 1.68±0.09 3.40±0.09 2.24±0.13 3.83±0.08 3.14±0.15 2.78±0.10 2.26±0.13 1.50±0.10 0.92±0.11

Table 1. Comparison of Mean Opinion Score (MOS). Our proposed VoiceCraft-Dub significantly outperforms existing methods and
performs on par with the ground truth in diverse aspects of human perception metrics.

A vs. B
Naturalness Expressiveness Lip synchronization

A wins (%) Neutral B wins (%) A wins (%) Neutral B wins (%) A wins (%) Neutral B wins (%)

Ours vs. HPMDubbing [12] 87.4 2.2 10.4 88.6 2.4 9.0 75.4 4.8 19.8
Ours vs. StyleDubber [13] 96.6 0.6 2.8 97.4 0.4 2.2 85.3 6.6 8.1

Ground-Truth vs. HPMDubbing [12] 95.0 1.6 3.4 95.8 1.8 2.4 83.6 7.1 9.3
Ground-Truth vs. Ours 55.8 30.2 14.0 56.0 30.4 13.6 61.0 14.8 24.2

Table 2. A/B testing results on LRS3. We report the preferences (%) between A and B across various aspects of synthesized speech. In
rows 1 and 2, our model is significantly preferred by humans over existing methods. Comparing rows 3 and 4, HPMDubbing is significantly
less preferred compared to the ground truth, while our model, highlighted with a gray background , is preferred more.

Inference. For each test sample, we form {source speech,
target text, target video} triplets as input for model infer-
ence, where the source speech is from a different utterance
of the target speaker. For inference, we employ Nucleus sam-
pling [21] with p=0.8 and a temperature of 1 for all experi-
ments. Although the model produces natural and accurately
lip-synced speech, the stochastic nature of autoregressive
generation can sometimes result in inaccurate sounds. Thus,
similar to the sorting method described in [8], we generate
10 samples, sort them by WER and LSE-D, and select the
optimal speech from the sorted examples. We apply this
same sorting method to other methods during testing.

4.2. Human evaluation

As mentioned in Sec. 4.1, validating our model through hu-
man perception is the most crucial metric for genuinely eval-
uating performance. Table 1 shows the Mean Opinion Score
(MOS) of our model, along with existing work [12, 13] and
the ground truth, on the LRS3 and our collected CelebV-Dub
dataset. As shown, our model outperforms existing methods
across a wide range of evaluated criteria. Surprisingly, our
model performs very closely to the ground truth in many
cases. While the existing methods demonstrate favorable re-
sults in lip synchronization accuracy, our model significantly
excels in naturalness, expressiveness, and speaker similarity.

Furthermore, Table 2 reports the A/B testing results on
LRS3, summarizing preferences between samples from two
different methods. In the top two rows, our model is signifi-
cantly preferred over existing methods, achieving over 88%
preference in naturalness and expressiveness, and 75.4% in
lip synchronization. Comparing rows 3 and 4, we observe
that HPMDubbing is significantly less preferred than our
model when compared to the ground truth. Interestingly, in

row 4, over 40% of the time, humans perceive our output as
comparable to or better than the ground truth. After the hu-
man evaluation, several comments noted that the synthesized
speech from VoiceCraft-Dub is natural and time-synced with
the video, making it hard to distinguish from real recordings.
These results highlight that the synthesized speech from our
model is human-like, natural, and expressive enough to out-
perform existing methods while competing in quality with
the ground truth, emphasizing the effectiveness of our ap-
proach. The A/B testing results on CelebV-Dub are available
in the Sec. D.1 of the supplementary materials.

4.3. Quantitative results

We provide quantitative comparisons on each dataset to as-
sess various aspects of the synthesized speech. Specifically,
we present results from two variants of our model: one that
uses both lip and face input and another that uses only lip
video input. In addition to the results from our models and
existing methods, we also include the performance of the
ground truth and an NCLM-based zero-shot TTS model [36]
for reference. Note that the following results are intended to
supplement the human evaluation; therefore, we recommend
watching the demos for a more accurate assessment.

Table 3 summarizes the comparison on LRS3. In terms of
content accuracy (WER), speaker similarity (spkSIM), and
overall speech quality (UTMOS, DNSMOS), our models
outperform existing methods by a significant margin. Al-
though HPMDubbing achieves the best lip-sync accuracy
(LSE-D/C), our models perform on par with the ground truth.
The zero-shot TTS model shows the best WER; however,
this approach alone is unsuitable for video dubbing, as it
lacks visual cues, leading to poor lip-sync accuracy and
emotion similarity. Our results show that our approach effec-
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Method WER (↓) LSE-D (↓) LSE-C (↑) spkSIM (↑) UTMOS (↑) DNSMOS (↑) MCD (↓) F0 (↓) Energy (↓) emoSIM (↑)

Ground-Truth 1.79 6.88 7.63 - 3.59 3.18 - - - -
Zero-shot TTS [36] 0.68 10.41 4.04 0.333 3.48 3.30 - - - 0.682

HPMDubbing [12] 7.19 6.58 7.99 0.219 3.08 2.98 8.70 61.54 3.01 0.743
StyleDubber [13] 3.25 9.33 5.21 0.295 2.71 2.95 8.29 112.80 2.31 0.779
Ours (lip-only) 1.38 6.59 7.97 0.361 3.66 3.20 7.84 57.87 1.96 0.789
Ours (lip & face) 1.68 6.87 7.74 0.373 3.86 3.21 7.58 54.01 1.92 0.789

Table 3. Comparison on the LRS3 dataset. We highlight the best results in Bold and underline the second best.

Method WER (↓) LSE-D (↓) LSE-C (↑) spkSIM (↑) UTMOS (↑) DNSMOS (↑) MCD (↓) F0 (↓) Energy (↓) emoSIM (↑)

Ground-Truth 4.15 7.44 6.73 - 2.90 3.38 - - - -
Zero-shot TTS [36] 3.83 11.68 2.78 0.316 2.92 3.40 - - - 0.704

HPMDubbing [12] 24.06 7.80 6.36 0.146 2.10 2.87 9.80 107.04 4.38 0.721
StyleDubber [13] 9.48 10.40 3.78 0.264 1.86 2.94 8.18 180.68 3.11 0.784
Ours (lip-only) 7.26 8.27 5.93 0.340 3.39 3.40 7.97 75.88 3.21 0.778
Ours (lip & face) 7.01 8.13 6.05 0.333 3.37 3.40 7.91 72.71 3.03 0.782

Table 4. Comparison on our curated CelebV-Dub dataset. We highlight the best results in Bold and underline the second best.

P.E. AV fuse Face WER (↓) LSE-D (↓) LSE-C (↑) SIM (↑) UTMOS (↑) DNSMOS (↑) MCD (↓) F0 (↓) Energy (↓) Emotion (↑)

(a) 2.85 7.61 6.95 0.361 3.68 3.18 7.98 53.02 2.11 0.770
(b) ✓ 2.81 7.58 6.96 0.360 3.66 3.15 7.91 56.82 2.08 0.768
(c) ✓ ✓ 1.38 6.59 7.97 0.361 3.66 3.20 7.84 57.87 1.96 0.789
(d) ✓ ✓ ✓ 1.68 6.87 7.74 0.373 3.86 3.21 7.58 54.01 1.92 0.789

Table 5. Abaltion results on the LRS3 dataset [1]. We evaluate the effectiveness of various design choices by comparing different
configurations of our method. “P.E.” denotes shared positional encoding between speech and video tokens, “AV fuse” indicates using
audio-visual fusion layers for merging speech and video tokens, and “Face” refers to using both facial and lip features as inputs. (c) and (d)
are the final models used in all other experiments.

tively extends NCLM-based models to synthesize accurate
lip-synced speech while maintaining intelligibility and nat-
uralness. When comparing our two models, we observe a
slight degradation in WER and LSE-D/C with both lip and
face input. Nevertheless, performance remains compara-
ble to the ground truth and generally improves across other
metrics. Since the LRS3 dataset mostly contains neutral
expressions, no significant difference in emotion similarity
(emoSIM) is observed between the two variants.

Similar trends are observed in comparisons conducted on
our curated CelebV-Dub dataset, as summarized in Table 4.
Again, the zero-shot TTS model achieves the best WER but
exhibits poor lip-sync accuracy, highlighting the need of
properly integrating visual cues. Both of our models success-
fully incorporate these cues and generally perform favorably
against existing methods. One observation is that our models
show lower LSE-D/C compared to HPMDubbing, which we
attribute to the instability of SyncNet, a limitation noted in
related works [29, 48, 49]. We further provide an analysis in
Sec. C of the supplementary materials showing that LSE-D
has a low correlation with human evaluation, suggesting it
should be used as a reference rather than a definitive metric.
Consequently, we argue that the human evaluation described
in Sec. 4.2 should be given greater weight as a more accurate
measure. Since CelebV-Dub is a more expressive dataset
compared to LRS3, we observe an improvement in emoSIM

when using both lip and face input over the lip-only variant.

4.4. Ablation study
We conduct a series of experiments to verify our design
choices, as detailed in Table 5. (a) extends the NCLM-based
method by prepending video inputs, with video and speech
inputs having separate positional encodings, while (b) is the
same as (a) but with video tokens sharing the positional en-
coding of the speech. Comparing (a) and (b), we observe
that using shared positional encoding does not significantly
affect performance. Therefore, we introduce audio-visual
fusion layers as in (c), which significantly improves WER
and LSE-D/C compared to both (a) and (b). Using face in-
put alongside lip input (d) shows comparable performance
in WER and LSE-D/C to (c) and generally yields better
performance. The impact of adding face input is further
demonstrated in Table 4, and the generalization results in
Sec. D.2 of the supplementary materials, particularly enhanc-
ing the emotion similarity (emoSIM). These insights led us
to select (c) and (d) as the final model configurations.

4.5. Qualitative results
In Fig. 3, we visually compare the mel-spectrogram sam-
ples converted from the synthesized speech of existing
work [12, 13] and our VoiceCraft-Dub, along with those
from ground truth recordings. Focusing on the red boxes in
columns 1 and 2, we observe that HPMDubbing produces in-
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Figure 3. Qualitative results. We compare mel-spectrogram visualizations from ground truth recordings, our model, and prior methods [12,
13] on LRS3 (columns 1–2) and CelebV-Dub (columns 3–4). The texts below each mel-spectrogram represent time-aligned speech extracted
using Whisper [37], with red text indicating incorrectly synthesized speech.

Method WER (↓) LSE-C (↑) spkSIM (↑) UTMOS (↑) DNSMOS (↑)

VSR [30] 26.75 - - - -
VSR [30] & TTS [36] 29.72 3.66 0.321 3.48 3.30

SVTS [34] 82.38 6.02 0.077 1.28 2.38
Intelligible [9] 30.00 8.02 0.310 2.70 2.86
Ours (lip-only) 28.83 6.31 0.334 3.52 3.16

Table 6. Results on video-to-speech generation on LRS3 [1]. Al-
though not specifically designed for this task, our model performs
favorably, particularly in content accuracy (WER) and overall qual-
ity (UTMOS and DNSMOS) compared to existing methods.

correct speech. Although StyleDubber synthesizes accurate
content, its mel-spectrograms lack detail and appear blurry.
These observations align with the results in Sec. 4.2 and
Sec. 4.3, where StyleDubber received the lowest human and
automatic MOS scores. In column 3, all models synthesize
correct speech, but HPMDubbing and StyleDubber generate
noticeable noise during brief pauses, as indicated by the red
boxes. In column 4, existing methods produce incorrect con-
tent and blurry speech with considerable noise. In contrast,
samples from our model across all experiments exhibit fine
details in mel frequency and closely match the ground truth.
These results demonstrate that our model synthesizes speech
with accurate content and high quality.

4.6. Application: Video-to-speech generation
We demonstrate the extensibility of our model by adapting
it to the video-to-speech synthesis task. Unlike automated
video dubbing, video-to-speech generation requires only
source speech and video inputs (without text) to synthesize
speech. We use an expert Visual Speech Recognition (VSR)
model [30] to extract text from the silent video. The ex-
tracted text, along with the provided video and source speech,
is then fed into our model for video-to-speech generation.

Table 6 compares the performance of our approach with
several other methods, including standalone VSR, a com-
bination of VSR and zero-shot TTS [36], and the existing

methods [30, 34]. Although video-to-speech synthesis is
not our primary focus, the results show that our model per-
forms favorably against the existing methods across various
metrics. While the combination of VSR and TTS models
achieves similar performance, as expected, it fails to syn-
chronize with the video. This highlights that our approach
effectively extends the capabilities of current TTS models
to handle video inputs robustly. These results confirm that
extending the NCLM-based model to accommodate visual
inputs is both versatile and effective for speech synthesis.

5. Discussion and conclusion
Discussion. While our method shows high-quality speech
synthesis, it also has limitations. Despite the effectiveness of
full-face input, the model sometimes follows the characteris-
tics of the source speech over the face input. Additionally,
the autoregressive approach can produce incorrect samples
if the next token prediction fails. Nonetheless, the results
show that our approach is effective in synthesizing expres-
sive and accurately time-aligned speech. Explicitly infusing
emotional state or specifying speech length could address
these limitations, which we plan to explore in future work.
Conclusion. In this work, we propose VoiceCraft-Dub, a
novel NCLM-based approach for automatic video dubbing.
We extend the high-quality, human-like speech synthesis
capabilities of NCLMs to incorporate visual cues as inputs.
Specifically, we perform audio-visual fusion to provide di-
rect alignment signals to NCLM for visually aligned speech
synthesis. Additionally, we curate the expressive CelebV-
Dub dataset, specifically designed for dubbing tasks. Our ex-
tensive human evaluations and quantitative results show that
VoiceCraft-Dub outperforms existing methods and performs
on par with the original recordings in terms of naturalness,
intelligibility, and lip synchronization. We also demonstrate
the versatility of our approach by adapting it to the video-to-
speech generation task. We believe our approach will lead

8



to a new paradigm in human-like video dubbing synthesis,
enabling more immersive content creation.
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Appendix

In this supplementary material, we provide details on the
dataset construction pipeline, additional results and analysis,
implementation details, metrics, and human evaluations that
were not included in the main paper.

A. Dataset and code

For reproducibility, we plan to open-source our training
and inference code, along with the curated dataset and its
annotations, upon acceptance.

B. Data curation pipeline for CelebV-Dub

We introduce the CelebV-Dub dataset, consisting of expres-
sive video clips specifically suitable for automated video
dubbing tasks. Despite the abundance of existing talking-
video datasets [1, 11, 42, 47], our goal is to curate in-the-
wild videos that capture natural yet expressive speech. Such
videos are effective for training and testing automated video
dubbing models, which require synthesizing not only neutral
but also expressive speech synchronized with facial cues.
Our curated dataset comprises multiple speakers and utter-
ances, each accompanied by a corresponding transcript. The
dataset statistics are summarized in Table S1.
Video collection. We initially collect videos from existing
sources, including CelebV-HQ [54] and CelebV-Text [51].
These datasets originate from diverse sources, such as vlogs,
dramas, and influencer videos, providing expressive, in-the-
wild content across various scenarios. However, the pro-
vided metadata from these datasets varies in length—from
single utterances to longer sequences—and contains substan-
tial noise, such as non-active speakers and occluded faces.
Therefore, we design a data curation pipeline to collect suit-
able videos specifically for automated video dubbing.
Detecting English and labeling pseudo-transcripts. For
each video in the existing sources, we use WhisperX [4] to
detect the language and generate pseudo-transcripts automat-
ically. In constructing this dataset, we retain only videos
identified as containing English speech, discarding all others.
Trimming videos into utterances. WhisperX provides
timestamps at the word and sentence levels, enabling pre-
cise video segmentation. Given the variability in utterance
lengths of the original videos, we unify the dataset by trim-
ming each video clip to contain a single utterance, utilizing
the timestamps provided by WhisperX.
Frontal face verification. The trimmed videos occasion-
ally contain faces that are not oriented toward the front,
preventing the models from learning distinct facial move-
ments corresponding to speech. To address this, we measure
yaw and pitch angles using Mediapipe [28] and remove clips
with abrupt head movements or large yaw and pitch angles,
which indicate side-facing poses.

Train Test Total

Number of total video clips 67,549 216 67,765
Number of speakers 6,530 33 6,563
Average utterances per speaker 10.34 6.55 10.33
Average duration (seconds) 4.58 3.39 4.57

Table S1. Statistics of our curated CelebV-Dub dataset.

Active speaker detection. Training videos for auto-
mated video dubbing require facial movements synchro-
nized with speech. To ensure this synchronization, we ap-
ply TalkNet [43], a model that employs audio-visual cross-
attention to identify active speakers. We set conservative
thresholds to minimize false positives, ensuring that only
videos clearly containing active speakers are retained. Clips
that do not meet these thresholds are discarded.
Background music suppression. Background music in
audio tracks can disturb clear speech signals necessary for
effective model training. We employ Spleeter [20] to de-
tect and suppress background music where present, thereby
preserving the clarity of speech signals.
Speaker classification. Finally, we classify utterances by
speaker identity. Initially, videos extracted from the same
original source video are grouped together. However, since
we cannot guarantee that all clips from a single video contain
the same speaker, we apply an off-the-shelf speaker recogni-
tion model [7] to measure pairwise speaker similarity. Clips
within the same original video are re-clustered according to
these similarity scores, with a defined threshold determining
speaker identity clusters.

C. Analysis on lip-synchronzation metric
As lip synchronization accuracy (LSE-D) measured by Sync-
Net [10] has been shown to be unstable in several stud-
ies [29, 48, 49], we investigate whether these findings align
within our dataset and cases. Specifically, we analyze the
correlation between LSE-D and human evaluation of lip syn-
chronization on the same samples. For this analysis, we use
SyncNet to measure the LSE-D for a synthesized speech
sample and its corresponding video, while five human evalu-
ators assess the lip synchronization of the same sample using
the Mean Opinion Score (MOS). LSE-D is a distance metric,
where lower values indicate better lip synchronization, while
MOS uses a 1-5 rating scale, with higher values indicating
better quality. To facilitate comparison, we reverse the LSE-
D score (by taking the negative) to align it with the MOS
scale. The MOS for each sample is averaged from the ratings
of five human evaluators. A total of 50 samples are used in
this analysis.

Figure S1 shows a scatter plot with reversed LSE-D on
the x-axis and MOS of lip synchronization on the y-axis.
Interestingly, we observe a weak correlation between the
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A vs. B
Naturalness Expressiveness Lip synchronization

A wins (%) Neutral B wins (%) A wins (%) Neutral B wins (%) A wins (%) Neutral B wins (%)

Ours vs. HPMDubbing [12] 99.2 0.4 0.4 96.4 0.4 3.2 88.8 3.2 8.0
Ours vs. StyleDubber [13] 98.0 0.4 1.6 99.2 0.4 0.4 91.6 6.0 2.4

Ground-Truth vs. HPMDubbing [12] 99.6 0.0 0.4 98.8 0.4 0.8 89.8 7.1 3.1
Ground-Truth vs. Ours 58.4 24.4 17.2 57.2 26.4 16.4 44.0 40.0 16.0

Table S2. A/B testing results on CelebV-Dub. We report the preferences (%) between A and B across various aspects of synthesized
speech. In rows 1 and 2, our model is significantly preferred by humans over existing methods. Comparing rows 3 and 4, HPMDubbing
is significantly less preferred compared to the ground truth, while our model, highlighted with a gray background , is preferred more.
Surprisingly, over 41.6% of the time, our model is perceived as equally good as or better than the ground truth.

Method WER (↓) LSE-D (↓) LSE-C (↑) spkSIM (↑) UTMOS (↑) DNSMOS (↑) MCD (↓) F0 (↓) Energy (↓) emoSIM (↑)

Ground-Truth 5.96 7.28 7.35 - 3.10 3.44 - - -
Zero-shot TTS [36] 2.97 12.52 2.08 0.279 3.02 3.54 - - - 0.733

HPMDubbing [12] 17.36 6.98 7.65 0.176 2.62 3.10 9.11 129.30 4.87 0.759
StyleDubber [13] 16.06 11.38 3.18 0.248 2.38 3.00 8.48 136.16 3.75 0.790
Ours (lip-only) 8.91 7.62 6.97 0.321 3.55 3.51 7.17 88.12 2.91 0.769
Ours (lip & face) 8.11 7.71 6.88 0.312 3.55 3.52 7.34 86.01 2.94 0.791

Table S3. Generalization results on Voxceleb2. We highlight the best results in Bold and underline the second best among all the methods.

Figure S1. Correlation between human evaluation and lip-sync
objective metric. We visualize the scatter plot showing the rela-
tionship between the objective lip-sync metric (LSE-D) and the
subjective Mean Opinion Score (MOS) on lip-sync from human
evaluation. We observe a weak correlation between the two, with
a correlation coefficient of 0.36, indicating that LSE-D should be
used as a reference rather than a definitive metric.

objective and subjective metrics, with a correlation coeffi-
cient of 0.36. Furthermore, even when the LSE-D scores are
relatively high (indicating poor lip-sync according to the ob-
jective metric), ranging from 7 to 10, human ratings mostly
remain above 4, which is considered a relatively high score
on the MOS scale. The average LSE-D for the 50 samples
in this analysis is 8.11, while the average MOS is 4.42. This
suggests that, despite relatively poor LSE-D scores, humans

perceive the lip synchronization as sufficiently accurate.
Given the weak correlation between LSE-D and human

evaluation, we conclude that human evaluation is the most ac-
curate metric for validating lip synchronization performance.
While LSE-D remains a useful objective metric for evaluat-
ing lip synchronization, as this analysis shows, it should not
be considered definitive; rather, it serves better as a reference
metric when human evaluation is limited.

D. Additional results and analysis
D.1. Human evaluation
We present the A/B testing results on our curated CelebV-
Dub dataset in Table S2. Similar to the main paper, our
model is significantly preferred by humans over existing
methods, with over 98% preference for naturalness, 96% for
expressiveness, and 88% for lip synchronization. Comparing
rows 3 and 4, we observe that, in most cases, the ground
truth is preferred over HPMDubbing, while our model is
rated as good as or better than the ground truth over 41.6%
of the time across all metrics. These results indicate that,
on the CelebV-Dub dataset, which contains expressive con-
tent, our model synthesizes speech that is both temporally
and semantically aligned with the target video while being
sufficiently expressive, leading to high human preference.

It is worth noting that our model performs favorably
against the ground truth and outperforms existing methods
in lip synchronization during A/B testing, even though our
lip synchronization metrics in Sec. 4.3 of the main paper
show lower performance than HPMDubbing [12]. These
results in Sec. 4.3 may be due to the instability of SyncNet, a
limitation discussed in Sec. C of the supplementary material
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Figure S2. Qualitative results. We compare mel-spectrogram visualizations from ground-truth recordings, our model, and existing
methods [12, 13] on the LRS3 (columns 1–2) and our CelebV-Dub (columns 3–4) datasets. The texts below each mel-spectrogram represent
time-aligned speech extracted using Whisper [37], with red text indicating incorrectly synthesized speech.

and related works [29, 48, 49]. Therefore, human evalua-
tion should be given more weight to validate the lip-sync
accuracy of the synthesized speech.

D.2. Generalization results
We incorporate a subset of the VoxCeleb2 [11] dataset to
evaluate the generalization performance of our approach.
Both our proposed models and the comparison models are
trained on the LRS3 dataset [1] and tested on the VoxCeleb2
subset. For this experiment, we select 200 samples from
the VoxCeleb2 test split and use the Whisper [37] large
model to extract pseudo ground-truth text for each sample.
As summarized in Table S3, our methods outperform the
other approaches across most of the metrics, particularly
demonstrating a substantial improvement in WER and au-
tomatic MOS evaluations. Both our models perform lower
than HPMDubbing on LSE-D/C. However, this can still be
considered satisfactory, as the LSE-D scores are better than
those in Sec. C (average LSE-D of 8.11), which achieved
an average MOS of 4.42, indicating sufficiently good lip
synchronization. Interestingly, our model variant using both
lip and face input shows a significant improvement in emo-
tional similarity (emoSIM) compared to the lip-only variant,
highlighting the advantage of combining both inputs for
expressive speech synthesis.

D.3. Qualitative results
We visually compare the mel-spectrogram samples synthe-
sized by prior methods [12, 13] and our proposed approach,
along with those from the ground-truth recordings in Fig. S2.
As shown in the results, HPMDubbing often produces in-
correct speech, failing to convey accurate content. While
StyleDubber performs better than HPMDubbing in terms
of content accuracy, its synthesized signal is often blurry,
indicating considerable noise, and it frequently exhibits time
misalignment (see columns 2 and 3). In contrast, the samples

generated by our model accurately convey content with clear
and distinct mel frequencies, closely matching the ground-
truth mel-spectrograms. These results demonstrate the su-
periority of our model over existing methods in producing
accurate, time-aligned, and high-quality speech.

E. Details on the objective metrics

WER. Word Error Rate (WER) is a widely used metric
in the speech-to-text domain. Since the output of auto-
mated video dubbing is speech, we rely on an off-the-shelf
ASR model to extract text from the synthesized speech and
measure the WER. Specifically, we use the Whisper [37]
medium.en model to extract text from the synthesized speech
and measure WER.
LSE-D and LSE-C. To measure lip synchronization accu-
racy, we assess the audio-visual synchronization between lip
movements and speech. We use SyncNet [10], which has
learned representations for aligning lip movements with cor-
responding speech snippets. Two metrics are measured using
SyncNet: Lip Sync Error - Distance (LSE-D) and Lip Sync
Error - Confidence (LSE-C). LSE-D measures the Euclidean
distance between the audio and visual embeddings extracted
by SyncNet, where lower values indicate better audio-visual
synchronization. LSE-C is a probability-based confidence
metric derived from the embeddings’ distances, with higher
values indicating higher confidence in synchronization.
Speaker similarity (spkSIM). We use WavLM-TDNN [7]
to measure speaker similarity. As we prompt the source
speech from the same speaker as the target speech but a
different utterance, we assume the model synthesizes the
speech in the target speaker’s voice. After synthesizing the
speech, we measure the cosine similarity between the syn-
thesized speech features and the ground-truth target speech
using the WavLM-TDNN embedding space.
Emotion similarity (emoSIM). We measure the expres-
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Figure S3. Instruction and sample for AMT human listening test on overall naturalness of speech.

Figure S4. Instruction and sample for AMT Human listening test for A/B testing on overall naturalness of speech.

siveness of the synthesized speech by evaluating the emotion
similarity between the synthesized speech and the ground
truth. We use the Emotion2Vec [44] model to compute the
cosine similarity between the synthesized speech and the
ground truth in its embedding space.
DNSMOS and UTMOS. Deep Noise Suppression MOS
(DNSMOS) [38] and Universal TTS MOS (UTMOS) [40]
are used to objectively evaluate speech quality by approx-
imating subjective human ratings (Mean Opinion Score,

MOS). DNSMOS is designed to assess the quality of speech
processed by noise suppression algorithms, measuring clar-
ity, naturalness, background noise quality, and overall qual-
ity. Similarly, UTMOS focuses on evaluating the quality
of synthesized speech, particularly by assessing naturalness,
intelligibility, prosody, and expressiveness.
MCD, energy, and F0. We measure several low-level met-
rics: Mel-Cepstral Distortion (MCD), F0 distance (F0), and
energy distance (Energy). MCD is used to measure the intel-
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ligibility of speech, while F0 and Energy are more closely
correlated with prosody similarity between the synthesized
speech and the ground truth. We follow the implementa-
tion of these metrics in [36]. MCD measures the difference
in Mel Frequency Cepstrum Coefficients (MFCC) between
the generated and ground-truth speech, using a 13-order
MFCC and the pymcd package for measurement. For F0
measurement, we use the pYIN algorithm [32], implemented
in librosa [33], with minimal and maximal frequencies set
to 80Hz and 600Hz, respectively. The energy distance is
computed using the root mean square of the magnitude of the
spectrogram, extracted via the short-time Fourier transform
with a window length of 640 and a hop size of 160.

F. Additional implementation details
Training setup. We introduce two variants of our model
in the main paper: one with lip-only input and the other
with both lip and face input. We observe that the lip-only
variant yields favorable results compared to existing work
and ground truth. For training the latter model, we find that
starting with the lip-only model and zero-initializing the
AV fusion layer for full face input leads to stable training.
Furthermore, when training on the CelebV-Dub dataset, we
initialize the model with a version pretrained on the LRS3
dataset. We apply the same training setup to existing meth-
ods’ [12, 13] training to ensure a fair comparison.
Inference setup. Although our model synthesizes high
quality, natural, and lip-synced speech, autoregressive gener-
ation may sometimes result in inaccurate output. Therefore,
as mentioned in Sec.4.1 of the paper, we design a sorting
strategy similar to VALL-E 2 [8]. Given ten synthesized
speech samples, Ytgt, i

10
i=1

, we sort them using content accu-
racy (WER) and lip synchronization accuracy (LSE-D) to
select the optimal sample. We denote the WER and LSE-D
values for each sample as YWER

tgt, i and YLSE-D
tgt, i , respectively.

Specifically, we first sort the samples according to LSE-D if
the WER is below 5%, and otherwise, we sort them based
on WER, where lower values are preferred. This sorting
method is defined as:

Ytgt, best = argmin
Ytgt, i

([min(YWER
tgt, i , 0.05),Y

LSE-D
tgt, i ]). (6)

This sorting strategy is also applied to existing methods
across all evaluations to ensure a fair comparison.

G. Details on the human evaluation
Amazon Mechanical Turk (AMT) is used to conduct hu-
man listening tests. We select 100 audio samples from the
LRS3 test set and 50 audio samples from the CelebV-Dub
test set, totaling 400 samples for LRS3 and 200 samples for
CelebV-Dub, with samples from the three models and the
ground truth. For the mean opinion score (MOS), we design

an extensive evaluation based on various criteria: natural-
ness, intelligibility, expressiveness, lip synchronization, and
speaker similarity. We use a 5-point Likert scale, where 1
represents “poor” and 5 represents “excellent.” In the A/B
testing, we present two samples to a Turker and ask them
to judge which one sounds better in terms of naturalness,
expressiveness, or lip synchronization, allowing them to
choose either sample as better or neutral. For each sample
or comparison, 5 ratings are obtained from different Turkers.
We also compute the 95% confidence interval for MOS. In
the MOS test, 43 Turkers participated in the LRS3 listening
test, and 25 Turkers participated in the CelebV-Dub listening
test. For A/B testing, 34 Turkers participated in the LRS3
test, and 23 Turkers participated in the CelebV-Dub test.
Please refer to Fig. S3 and Fig. S4 for sample instructions.
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