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Abstract

This paper introduces a cross-lingual dubbing
system that translates speech from one lan-
guage to another while preserving key char-
acteristics such as duration, speaker identity,
and speaking speed. Despite the strong trans-
lation quality of existing speech translation ap-
proaches, they often overlook the transfer of
speech patterns, leading to mismatches with
source speech and limiting their suitability for
dubbing applications. To address this, we pro-
pose a discrete diffusion-based speech-to-unit
translation model with explicit duration control,
enabling time-aligned translation. We then syn-
thesize speech based on the translated units and
source speaker’s identity using a conditional
flow matching model. Additionally, we intro-
duce a unit-based speed adaptation mechanism
that guides the translation model to produce
speech at a rate consistent with the source, with-
out relying on any text. Extensive experiments
demonstrate that our framework generates nat-
ural and fluent translations that align with the
original speech’s duration and speaking pace,
while achieving competitive translation perfor-
mance.

1 Introduction

Recent advancements in translation systems and
speech technologies have enabled a vast amount of
multimedia content to support multiple languages
through automated speech dubbing. Cross-lingual
dubbing (Federico et al., 2020a; Wu et al., 2023),
which replaces speech audio of one language with
that of another, allows global audiences to con-
sume content in their native languages. While this
significantly reduces language barriers, ensuring
effective dubbing requires meeting several specific
criteria: maintaining duration, speaker identity, and
speaking speed (Brannon et al., 2023).

Traditional dubbing systems typically employ
a cascade of Automated Speech Recognition
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(ASR) (Amodei et al., 2016; Baevski et al., 2020;
Radford et al., 2023), Neural Machine Translation
(NMT) (Johnson et al., 2017; Stahlberg, 2020; Fan
et al., 2021; Costa-jussa et al., 2022), and Text-
to-Speech (TTS) (Wang et al., 2017; Ren et al.,
2021; Wang et al., 2023a; Tan et al., 2024b) mod-
ules. Although these cascaded systems demon-
strate promising translation quality, they inherently
lose critical speech-related information, such as
speaker identity and prosody, due to the intermedi-
ate text representations (Swiatkowski et al., 2023).
Moreover, because text lacks precise duration in-
formation, these systems struggle to accurately
match the duration and speaking pace of the orig-
inal speech (Sahipjohn et al., 2024). As a result,
even with post-processing, the output often remains
misaligned or unnatural, limiting their effectiveness
for real-world dubbing (Effendi et al., 2022).

To address these limitations, Speech-to-Speech
Translation (S2ST) systems (Jia et al., 2019, 2022a;
Barrault et al., 2025) have emerged and evolved
into textless S2ST (Lee et al., 2021; Li et al., 2023;
Kim et al., 2024), aiming to translate speech di-
rectly without intermediate text. While recent ap-
proaches have achieved translation quality compa-
rable to cascaded systems, most of them lack the
capability to control speech duration during transla-
tion. As a result, the output typically requires post-
processing like manual stretching or contracting to
match the original speech duration for dubbing pur-
poses. However, this process can degrade speech
quality and lead to unnatural prosody and speaking
pace.

A key challenge underlying this issue lies in
the limitations of existing training datasets. High-
quality dubbing demands not only accurate trans-
lation but also faithful preservation of the source
speech’s voice characteristics and speaking speed.
However, it is inherently difficult to construct large-
scale datasets containing the same speaker utter-
ing aligned content in multiple languages. Conse-



quently, most S2ST datasets rely on synthesized
target speech (Jia et al., 2022b) or web-crawled
data (Duquenne et al., 2023a; Barrault et al., 2025),
which prioritize linguistic fidelity over speech-
related information consistency. These datasets
tend to exhibit discrepancies in speaker identity and
speaking speed, making it challenging for models
to learn how to preserve such attributes. Despite
progress in translation accuracy, existing S2ST
models trained on these datasets remain suboptimal
for seamless dubbing.

In response, we propose Dub-S2ST, a novel text-
less S2ST framework specifically designed for dub-
bing applications, effectively leveraging existing
datasets. To mitigate the ambiguity caused by
discrepancies between source and target speech,
we eliminate variations in the target that deviate
from the paired source. Specifically, we first con-
vert continuous speech to discrete units that retain
rich semantic features and minimal acoustic varia-
tions (Lakhotia et al., 2021; Lee et al., 2021). We
then apply our unit-based speed adaptation strategy
to adjust the target’s speaking rate to the source.
Using the processed data, we develop a speech-
to-unit translation model trained with a discrete
diffusion objective (Austin et al., 2021). We also in-
corporate Diffusion Transformer (Peebles and Xie,
2023), which allows the model to accurately pre-
dict speech units conditioned on diffusion timestep.
Moreover, our model inherently supports duration
control by using predetermined lengths based on
the duration of source speech. Finally, we incorpo-
rate a conditional flow matching (CFM) (Lipman
et al., 2023; Mehta et al., 2024)-based synthesizer
that generates high-quality speech conditioned on
the translated speech units and the original source
speech, closely resembling the original speaker’s
identity.

Through extensive evaluation, our proposed
framework demonstrates superior preservation of
duration, speaker identity, and speaking speed,
while maintaining competitive translation accuracy.
Ablation studies further validate the effectiveness
of each component in improving dubbing quality.
To the best of our knowledge, Dub-S2ST is the
first textless S2ST framework tailored for seam-
less automatic dubbing that preserves both speaker
identity and speaking speed.

2 Related Works

2.1 Cross-lingual Dubbing

Dubbing is a post-production process in which the
original spoken dialogue in multimedia content is
replaced with speech in another language, while
preserving the temporal alignment and naturalness
of the original speech (Orero, 2004). Early auto-
matic dubbing systems typically adopt cascaded
S2ST architecture, combining ASR, NMT, and
TTS (Dureja and Gautam, 2015). While main-
taining this cascaded pipeline, recent efforts have
focused on enhancing each component. Some ap-
proaches focus on improving prosodic alignment,
aiming to synchronize the prosody of the generated
speech with the original (Federico et al., 2020b).
Others leverage existing TTS models by modify-
ing the duration module to generate speech that
matches the original duration (Effendi et al., 2022).
Despite these advancements, relying on text as in-
termediate representation inherently limits tempo-
ral flexibility, highlighting the need for textless
approaches that better preserve the naturalness of
the source speech.

2.2 Speech-to-Speech Translation (S2ST)

Speech-to-Speech Translation (S2ST) aims to con-
vert source speech into a target language while pre-
serving linguistic content. Early systems adopted
a cascaded architecture, integrating ASR, MT,
and TTS modules (Federico et al., 2020b; Lakew
et al., 2022). To mitigate error propagation and
latency issues inherent in cascaded systems, di-
rect S2ST approaches have been introduced (Jia
et al., 2019, 2022a), demonstrating the feasibil-
ity of end-to-end speech translation. To further
eliminate reliance on intermediate text, textless
S2ST methods have emerged. S2UT (Lee et al.,
2021) proposes an autoregressive (AR) transla-
tion model that predicts deduplicated discrete
speech units (Lakhotia et al., 2021), which are
then used to synthesize target speech. UTUT (Kim
et al., 2024) extends this framework to support
many-to-many language translation. Subsequent
works like TranSpeech (Huang et al., 2023) ex-
plore non-autoregressive (NAR) models to achieve
faster decoding compared to AR models, and
DiffNorm (Tan et al., 2024a) enhances TranSpeech
by introducing techniques to normalize acoustic
variations in the target speech. More recently, CTC-
S2UT (Fang et al., 2024) incorporates CTC (Graves
et al., 2006)-based unit reduction to improve trans-
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Figure 1: Dub-S2ST framework. (a) avg. speed indicates average unit speed calculated in unit-based speed
adaptation. (b) h,.. indicates the encoded source speech features from the encoder, and t,.. is the timestep
information used to train discrete-diffusion decoder. (c) spksrc, Xsrc represent speaker embedding and mel-
spectrogram from the source speech as conditions, respectively. 25 is the timestep information used to train

unit-to-speech synthesizer.

lation performance. Unlike previous approaches,
we leverage a NAR-based model without dedupli-
cating speech units. This design preserves tempo-
ral information and enables explicit control over
output duration, making our framework naturally
suitable for dubbing scenarios.

2.3 S2ST Datasets

Recent advancements in S2ST have been facilitated
by the development of specialized datasets. Vox-
Populi (Wang et al., 2021) is a multilingual corpus
containing aligned speech pairs derived from si-
multaneous interpretation by human interpreters at
European Parliament events. This dataset provides
realistic translation pairs, however, it is limited in
terms of domain coverage and scalability. A com-
mon approach to handle these issues is synthesizing
target speech from translated text (Jia et al., 2019,
2022a). For instance, CVSS (Jia et al., 2022b)
is built by converting the text from the speech-to-
text translation corpus CoVoST2 (Jia et al., 2022b)
into speech using a pretrained TTS model. An-
other approach is based on data mining. Seam-
lessAlign (Barrault et al., 2025) leverages web-
crawled multimodal translation data and employs
a unified speech-text similarity model (Duquenne
et al., 2023b) to effectively pair speech segments,
resulting in approximately 29,000 hours of S2ST
data. However, these datasets still lack consistency
in speech attributes between source and target. Our
goal is to develop a framework that can generate
dubbed speech that closely follows the source, even
under such conditions.

3 Method

In this section, we explain the data preparation,
model architecture and training objective, and fi-
nal synthesis of the translated speech. The overall
architecture of our model is illustrated in Fig 1.

3.1 Data Preparation

Speech Unit Extraction. The choice of target
speech representation plays a critical role in deter-
mining the quality and accuracy of S2ST. While
continuous features allow for straightforward gen-
eration, they are often susceptible to noise and mis-
pronunciations, resulting in reduced intelligibility
and naturalness. In contrast, discrete features lever-
age pretrained speech Self-Supervised Learning
(SSL) models followed by quantization (Hsu et al.,
2021; Lee et al., 2021). Empowered by large-scale
SSL training and discretization, this approach ef-
fectively captures phonetic information while mini-
mizing speaker-dependent attributes such as timbre
and pitch (Lakhotia et al., 2021).

To focus explicitly on the linguistic components
of speech during translation, the proposed method
adopts units extracted using mHuBERT (Lee et al.,
2022), followed by k-means clustering for quanti-
zation. This cascaded unit extraction process fa-
cilitates robust representation of linguistic content
while suppressing paralinguistic variations.
Unit-Based Speed Adaptation. Speaking speed is
an essential factor in dubbing, as perceptual quality
significantly degrades when the speed of translated
speech deviates from the original (Orero, 2004).
While signal processing techniques can be applied



to adjust speech duration, they often compromise
naturalness and intelligibility. Another strategy is
to guide models using syllable- or phoneme-based
speed metrics, since these provide an indication
of speaking pace across languages (Barrault et al.,
2025); however, such methods are inapplicable in
textless systems.

To address these limitations, we propose a unit-
based speed adaptation method that adjusts the
repetition of speech units based on the speaking
speed ratio between source and target speech. This
method is inspired by unit deduplication (i.e., rep-
etition removal) used in recent S2ST models (Lee
etal., 2021; Huang et al., 2023; Fang et al., 2024) to
preserve synthesis quality while minimizing redun-
dancy. We hypothesize that the reduced sequence
L captures a distinct set of pronunciations, and the

ratio against original length L serves as an implicit
L

estimate of speaking speed r = 7.

After extracting speech unit sequences from both
source and target, we adjust the target sequence
by applying the speed ratio % modifying the
number of unit repetitions to align the target speed
with the source. The speed is normalized by the
average speed of each language to mitigate cross-
linguistic differences. This adaptation preserves
linguistic content while controlling speaking rate.
Note that, as depicted in Figure 1, the speed adapta-
tion method does not force the target speech units
to have the same length as the source. It rather
changes the rate of repeating units, so that it only al-
ters the implicit speaking pace. Training the model
on speed-aligned sequences enables it to generate
translated speech that naturally and consistently
mirrors the source speaking speed.

3.2 Speech-to-Unit Translation

Accurate dubbing requires the translated speech to
match the duration of the source utterance. To ful-
fill this requirement, we propose a speech-to-unit
translation model whose decoder is implemented
as a discrete diffusion (Austin et al., 2021) gen-
erator conditioned on the source speech. The de-
coder leverages Diffusion Transformer (DiT) (Pee-
bles and Xie, 2023) layers that operate on variable-
length sequences, with additional cross-attention
to integrate source speech features throughout the
generation. During inference, the decoder takes a
fully masked unit sequence with length identical
to that of the source speech as its initial input and
iteratively transforms it into speech units.

The training is conducted by first masking units

based on a mask schedule (4. ), Where both ..
and 7y (tg4e.) range from (0,1). Each unit is inde-
pendently masked with probability 7 (4e.) and re-
mains unmasked with probability 1 — 7(4e.), and
the decoder predicts the original target units from
the partially masked sequence. The decoder is opti-
mized using the following cross-entropy loss:
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Here, M is the set of indices corresponding to
masked units, 336 is the ground-truth speech unit, z;
is the partially masked input sequence at timestep
tdec> and hg,. is the encoded representation from
the Conformer encoder. During training, the de-
coder predicts speech units from partially masked
target sequence. During inference, it receives a
fully masked sequence whose length matches that
of the source speech units, thereby generating trans-
lated speech aligned in length with the source. The
loss is applied only to the masked units, and we
further investigate the impact of this in Section 5.
To enhance the decoder’s reliance on source
speech representations, we initialize the encoder
from a pretrained autoregressive speech-to-unit
translation model (Lee et al., 2022) and fine-tune
the entire weights. Additionally, we apply label-
smoothing (Szegedy et al., 2016) with a factor em-
pirically set to 0.01 to improve generalization.

1
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3.3 Unit-to-Speech Synthesis

A key factor in the perceptual quality of dubbing
is the similarity between the translated speech and
the original utterance. To convert semantic units
to speech while preserving the acoustic character-
istics of the source speech, we employ a unit-to-
speech synthesizer based on Optimal Transport
Conditional Flow Matching (OT-CFM). The syn-
thesizer is implemented as a U-Net (Rombach et al.,
2022) architecture, where each layer is a block
comprising Convolutional and Transformer layers.
Downsampling and upsampling are performed in
the latent space, allowing the model to efficiently
reconstruct fine-grained temporal structure.

We train the model using the OT-CFM objective,
which defines a time-dependent vector field that
transports a sample from a simple prior distribution
zo ~ N (0, 1) to a data sample x1 ~ ¢ via linear
displacement interpolation:

Yt = (1 - (1 - Umin)tUQS) T + ty2s21 (2)



The decoder is trained to minimize the difference
between the predicted and target velocities:

L= Etu2571'071'1 Hut<90t ‘ wl) - UH((Pt‘tu%’C)HQ
(3)

where the ground-truth velocity is given by:
ud (@ |a1) =21 — (1 — omin)zo (4

The condition ¢ consists of the unit embedding se-
quence from source and target speech, the source
speaker embedding spkg. extracted with a pre-
trained speaker verification model (Wang et al.,
2023b), and the source mel-spectrogram Xg... The
mel-spectrogram is padded to match the length of
the unit sequence, while the speaker embedding
is repeated accordingly. These features are con-
catenated channel-wise to enable in-context learn-
ing: the sampled prior is transformed into a mel-
spectrogram conditioned on both speaker identity
and prosodic information from the source speech.

Although directly training the module on S2ST
data is possible, such datasets often contain noise
and reverberation, which can impair synthesis qual-
ity. To address this, we initialize the model from a
TTS model (Du et al., 2024) trained on multilingual
corpus, and fine-tune it with necessary adaptations
for our semantic unit input. This approach allows
for robust zero-shot synthesis across diverse speak-
ers and languages. The generated mel-spectrogram
is then converted to audible waveform via a pre-
trained HiFi-GAN (Kong et al., 2020).

4 Experiment

4.1 Dataset

CVSS-C (Jia et al., 2022b) is a widely-used dataset
for speech-to-speech translation, consisting of 21
languages to English translations where English
speech is generated by a single-speaker TTS model.
The proposed method is trained and evaluated with
French-English (fr-en) subset, due to the abundance
of samples compared to other language pairs. The
fr-en subset contains 207,364 (train) / 14,759 (dev)
/14,759 (test) pairs of source and target speech
samples, totaling 264 hours. The experiment uti-
lizes train and dev split for training and validation,
and test split for final evaluation.

4.2 Implementation Details

Preprocessing. Audio samples are resampled to
16kHz and preprocessed with Voice Activity De-
tection (VAD) tool' to remove unnecessary silence

"https://github.com/snakers4/silero-vad

and paralinguistic information at the beginning and
end. The samples are then processed with pre-
trained mHuUBERT (Lee et al., 2021) and k-means
clustering model to obtain discrete units.
Architecture. To maintain consistency with prior
works on speech-to-unit translation models, we de-
sign our model with 12 Conformer encoder layers
and 6 DiT layers, totaling 61M parameters. The
unit-to-speech synthesizer consists of 4 Down, Mid,
and UpBlock, where each is a cascade of 1D Con-
volution and Transformer layer.

Training. The speech-to-unit translation model
is trained with a total batch size of 3,200 seconds
for 100k updates. We use 8 RTX A5000 GPUs
for training, and the total training takes approxi-
mately 10 hours. We optimize the model with the
AdamW (Loshchilov and Hutter, 2019) optimizer
and applied a dropout rate of 0.3. The learning rate
is warmed up for the first 10k steps to a peak of
1 x 1073, and then decayed using an inverse square
root schedule. We implement our approach using
Fairseq (Ott et al., 2019). The unit-to-speech mod-
ule is initialized from CosyVoice-300M (Du et al.,
2024) and fine-tuned with fixed learning rate of
1 x 10~* for 200k steps using LRS3 (Afouras et al.,
2018) dataset, an English multi-speaker corpus.

4.3 Evaluation Metrics

ASR-BLEU (Lee et al., 2022) is a widely adopted
metric for assessing S2ST quality. It measures
translation quality by transcribing the generated
speech using a pretrained ASR model (Baevski
et al., 2020) and comparing it with the ground-truth
text to compute BLEU (Post, 2018) 3.

BLASER 2.0 (Dale and Costa-jussa, 2024) serves
as an automatic measure for assessing semantic
similarity between source and generated speech.
We adopt its reference-free variant, BLASER 2.0-
QE*, which estimates translation quality without
reference text unlike BLEU score.

SIM evaluates the speaker similarity between the
generated and original speech. We use a pretrained
speaker verification model (Chen et al., 2022b),
based on WavLM-Large (Chen et al., 2022a), to
extract speaker embedding vectors and calculate
cosine similarity between the two.

2https://github.com/facebookresearch/fairseq/
blob/main/examples/speech_to_speech/docs/
textless_s2st_real_data.md

3https://github.com/facebookresearch/fairseq/
tree/ust/examples/speech_to_speech/asr_bleu

*https://huggingface.co/facebook/blaser-2.0-qe
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S2UT (Lee et al., 2022)
CTC-S2UT (Fang et al., 2024)
UTUT (Kim et al., 2024)}

w/ Zero-shot Vocoder (Choi et al., 2024)‘\

TranSpeech (Huang et al., 2023)*
DiffNorm (Tan et al., 2024a)*
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26.49 3.840 0.036  3.927
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o803 - - -
19.53 -
23.88 3.813 0036 3.945
22.10 3.766 0.035  3.909
24.16 3.839 0.266  3.693

Table 1: Performance comparisons with state-of-the-art textless S2ST methods on CVSS-C dataset. TMultilingual
translation model trained with a larger model size and dataset. *The scores are reported from the original papers.

Method DC@0.2 DC@0.4 SC@0.2 SC@0.4 S. Corr
S2UT (Lee et al., 2022) 64.53 93.65 62.01  90.02 0.222
w/o unit deduplication 56.45 89.96  57.88  85.68 0.254

w/ pos. emb. (Wu et al,, 2023) 79.67  99.20 61.76  88.71  0.355

w/ pos. emb. (Le et al., 2024)  80.78 99.16 61.46 88.61 0.367
CTC-S2UT (Fang et al., 2024) 65.33 9434 6270  90.38 0.251
Dub-S2ST-single (Ours) 100.00 100.00 7193  96.77 0.614
w/o speed adaptation 100.00 100.00 66.65 92.16 0.388

Table 2: The performance comparisons about speech
duration and speed. DC@p and SC@p indicate dura-
tion and speed compliance with range p, while S. Corr
denotes correlation between the syllable speed of source
and generated speech.

DNSMOS (Deep Noise Suppression Mean Opin-
ion Score) (Reddy et al., 2021) is an automated
perceptual speech quality assessment of generated
speech’. The quality is estimated with a score in
the range of [1, 5] where the larger value indicates
higher speech quality.

Duration Compliance (DC) (Wu et al., 2023) cal-
culates the portion of generated speech whose dura-
tion ratio with the source lies within certain range.
This indicates how S2ST system preserves the du-
ration when generating translated speech.

Speed Compliance (SC) captures a similar aspect
to DC but is based on the ratio between the speed
of speech, measured in syllables per second®. This
metric reflects how closely the speed of the gener-
ated speech aligns with that of the source.

5 Experimental Results

5.1 Quantitative Comparison

Translation Quality. Table 1 presents various
evaluation results comparing the proposed method

We use a model trained with ITU-T P.808:
https://github.com/microsoft/DNS-Challenge/
tree/master/DNSMOS

6https://gi'chub.com/facebookr‘esearch/seamless_
communication/blob/main/docs/expressive

Method Naturalness g:rl::fenn(:; Cor?fii‘::ncy
S2UT (Lee et al., 2022) 2.60+0.18 3.32+016 3.62+0.19
CTC-S2UT (Fang et al., 2024) 2.52+0.19 3.56+0.15 3.55+0.16
Dub-S2ST-single (Ours) 337+017 3.80+0.13 3.98+0.16

Table 3: MOS evaluation.

against existing baselines. Dub-S2ST-single, which
employs the unit vocoder of S2UT for fair compar-
ison with single-speaker approaches, outperforms
all existing duration-controllable methods, achiev-
ing a BLEU score of 23.88. Disabling our pro-
posed speed adaptation strategy leads to perfor-
mance drops across all metrics, highlighting its ef-
fectiveness. A more detailed analysis of the speed
adaptation is presented in the following section.
In addition, the last row in the table reports
the performance of Dub-S2ST using our proposed
multi-speaker unit-to-speech synthesizer. It shows
superior speaker identity preservation, outperform-
ing all baselines in terms of speaker similarity. Fur-
thermore, Dub-S2ST achieves highly competitive
ASR-BLEU and BLASER 2.0 scores compared to
S2UT and CTC-S2UT, which lack duration control.
This indicates that our model effectively captures
the semantic information from the source speech
and transfers it to the translated speech, while main-
taining the duration and identity.
Duration and Speed Analysis. We evaluate our
model’s performance in duration control by mea-
suring the generated speech duration relative to the
source, as shown in Table 2. In addition to standard
S2S8T baselines, we compare against methods that
incorporate duration control: VideoDubber (Wu
et al., 2023), which employs additional positional
embeddings, and TransVIP (Le et al., 2024), which
introduces isochrony positional embedding based
on voice activity information. While existing meth-
ods achieve reasonable compliance within a 40%
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Figure 2: Change in syllable speed distribution on the

CVSS-C dataset (a) before and (b) after applying our
speed adaptation.

4 5 6
Syllable Speed

vs Source syllable speed Speed adapt.  Corr

Source unit speed 0.606
Target syllable speed X 0.235
Target syllable speed v 0.519

Table 4: Effectiveness of our speed adaptation strategy.

threshold, they struggle under a stricter 20% con-
straint. In contrast, our model achieves exact dura-
tion matching through explicit length initialization
in the decoder, yielding 100% compliance.

The proposed model’s advantage becomes more
evident in the speed analysis, where our model,
both with and without speed adaptation, outper-
forms all baselines in speed compliance. This indi-
cates that, when conditioned on the source duration,
our model not only matches the duration but also
the speaking pace of the source. The proposed
speed adaptation further enhances this alignment.
Overall, these results underscore the robustness of
our approach in controlling speech duration and
speed, both of which serve as critical factors in
dubbing.

5.2 Human Evaluation

We conducted a Mean Opinion Score (MOS) sur-
vey to assess the perceptual quality of the generated
speech, as presented in Table 3. 15 professional
listeners rated samples on a scale from 1 (poor) to
5 (excellent). To ensure fair comparison, samples
with durations differing from the source speech
were manually adjusted to match the original.

The speed consistency evaluation confirms that
our proposed speed adaptation method effectively
aligns the speaking speed between source and tar-
get speech, producing translated speech at a pace
closely matching the source. This implicit synchro-
nization contributes to improving the translation
consistency, since it helps the model generate se-
quences at a similar speed to the source when given

Ground Truth: none of this happened

80% duration: nothing took place
100% duration: nothing of that took place

120% duration: nothing of all that took place

Ground Truth: | most authors emphasize the extravagance of certain plans

80% duration: | most of the authors insist on the extravagance of some plans

100% duration: most of the authors insist on the extravagance of some plans

120% duration: most of the authors insist on the extravagancy of certain plans

Figure 3: Examples of ASR transcribed translation out-
puts of our model with varying target durations.

Duration Ratio 0.8 0.9 1.0 1.1 1.2
Relative # Chars 0.851 0.929 1.000 1.064 1.133

Table 5: Effect of explicit duration control.

its duration, minimizing unnecessary pauses and
repetitive words. Notably, significant differences
in speech naturalness emerged during the evalua-
tion. Baseline samples required manual waveform
adjustments, leading to considerable degradation
in perceptual quality. Conversely, our proposed
approach yielded accurate, time-aligned speech
outputs, eliminating the need for post-processing
adjustments and maintaining high naturalness suit-
able for dubbing applications.

5.3 Discussion

How well does unit speed reflect syllable speed?
Syllable rate refers to the number of syllables spo-
ken per second and is commonly used for mea-
suring speaking speed. As a preliminary analysis,
we measure the correlation between our unit-based
speech rate estimation and syllable-based speed de-
rived from transcripts. As shown in Table 4, the
proposed metric strongly correlates with ground-
truth syllable speed, validating its reliability.

How effective of unit-based speed adaptation?
Figure 2 illustrates the effect of the proposed speed
adaptation strategy. In Figure 2 (a), the syllable
speed distribution of English utterances deviates
from that of French. However, after applying speed
adaptation, the English distribution in Figure 2 (b)
closely aligns with the French distribution. This
indicates that the proposed adaptation method ef-
fectively adjusts the speaking pace of the target.
Can explicit duration control truly change the
translated content? As illustrated in Figure 3,
our model responds to different duration prompts
by producing semantically consistent outputs with
nuanced variations in structure and phrasing. For
example, “none of this happened” is rendered as



NFE
Decoder Schedule
4 16 64 256
Transformer X 2.61 - - - -
Transformer  Cosine  13.52 19.42 20.10 20.23 20.33
Transformer  Linear 11.83 20.28 21.13 2137 21.36
DiT Linear 12.09 20.57 21.65 22.10 22.27

Table 6: Ablation study on the model architecture
and masking schedule of the speech-to-unit translation
model, evaluated using ASR-BLEU.

Loss computation ~ ASR-BLEU BLASER 2.0

All 21.46 3.742
Masked 22.10 3.766
Masked (non-trivial) 21.46 3.751

Table 7: Ablation study on loss computation during
speech-to-unit translation model training.

“nothing took place” at 80% duration and “nothing
of all that took place” at 120%, each expressing the
same meaning without repetition or loss of informa-
tion. Moreover, the relative number of characters
of the translated outputs with different durations in
Table 5 validates that the model flexibly generates
semantics that fit the given duration, rather than
forcing a fixed translation to fit varying lengths.

5.4 Ablation Study

Model architecture and Masking schedule. To
assess how different model architectures and mask-
ing schedules affect the speech-to-unit translation
model of Dub-S2ST, we compare several design
choices, as shown in Table 6. The last row presents
ASR-BLEU performances from Dub-S2ST-single
without speed adaptation, evaluated across varying
numbers of function evaluations (NFE). Replac-
ing our DiT decoder with a standard Transformer
decoder consistently degrades translation quality
across all NFEs, indicating that incorporating dif-
fusion timestep into the model benefits translation
learning. We also examine the effect of the mask-
ing schedule by comparing our linear schedule with
a cosine schedule. The results show that the linear
schedule yields overall better performance, sug-
gesting its effectiveness without losing translation
quality. Based on the latency-performance trade-
off, we choose the NFE of 64 for our evaluation.

Loss computation. In Table 7, we examine the im-
pact of different loss computation strategies on our
model’s performance. Our findings indicate that
computing loss on all units (i.e., predicting both
masked and non-masked units) results in lower

Model ASR-BLEU SIM DNSMOS

Dub-S2ST-single 23.88 0.036  3.945
w/ Zero-shot Vocoder (Choi et al., 2024) 23.76 0.154  3.088
w/ CosyVoice VC (Du et al., 2024) 23.09 0.315 3.787

Dub-S2ST 24.16 0.266  3.693

Table 8: Ablation study on unit-to-speech module.

translation performance than masked prediction.
This outcome is primarily due to the model’s ten-
dency to focus on easier predictions, leading to in-
effective training. Calculating loss only on masked
units, as implemented in our method, yields the
best performance across all translation quality met-
rics. We also evaluated grouped masking strategy,
where loss is not computed on masked units if at
least one unit in the repeating group is unmasked,
but it results in lower performance.

Unit-to-speech module. To evaluate our unit-to-
speech synthesizer’s ability to preserve speaker
identity, we compare the performance with a zero-
shot vocoder proposed in AV2AV (Choi et al.,
2024). Additionally, we applied a cross-lingual
voice conversion model (Du et al., 2024) to our
single-speaker model and compare the results.
As shown in Table 8, our unit-to-speech model
achieves the highest translation quality, even out-
performing the single-speaker model. While the
zero-shot vocoder maintains reasonable transla-
tion quality, it shows poor speaker similarity. On
the other hand, using a separate voice conversion
model shows a significant drop in ASR-BLEU.
Based on qualitative analysis, we hypothesize that
the process of voice conversion introduces over-
smoothing of pronunciation that leads to loss in
intelligibility and ultimately translation quality.

6 Conclusion

In this paper, we introduce an S2ST system suit-
able for dubbing applications. The proposed model
generates translated speech with accurate content
while preserving the duration and speaking speed
of the source. This is achieved by the unique design
that can generate speech with arbitrary duration,
and speed adaptation that mitigates discrepancies
between source and target speech. Extensive exper-
iments with systematic ablations demonstrate that
Dub-S2ST outperforms the existing baselines and
verify its applicability to cross-lingual dubbing.



7 Limitations

While the proposed model offers an effective ap-
proach to cross-lingual dubbing, it is trained on
speech recorded in controlled environments. This
suggests that training on larger and more diverse
datasets may be required for application to in-the-
wild scenarios. Moreover, the proposed model
is trained on a sentence-level speech corpus, and
therefore a segmentation process is required before
being utilized in other applications.
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